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FOREWORD

As an engineering psychologist trained in research, experimentation and
statistics, I assumed that it would be relatively easy to prepare a project
evaluation treatise. However, when I attempted to write a brief evaluation
section for the Users' Guide to Positive Guidance, 1 found that most of my
intended audience, engineers and technicians in the "real world," did not have
the experience and training to conduct a valid evaluation. I also found that
there was no single reference that covered all aspects of evaluation. Finally,
[ found that I could not readily define all aspects of project evaluation.

This led to the effort that resulted in this report. From the beginning, I
concluded that the only way to develop an evaluation procedure for operations
personnel with limited backgrounds was to put myself in their shoes. [ followed

a human factors approach by determining and defining the evaluation process in
terms of inputs, outputs and flow charts. [ surveyed State and local jurisdictions
to identify available resources--personnel, equipment, reference material, etc.

I identified who would be conducting the evaluation and determined the time

and effort that they could devote. Finally, 1 considered what I would need

to perform an evaluation, given background, time and resource limitations.

[ concluded that the only practical approach, given the range of pro; :ts,
objectives, needs and available resources, was to develop a step-by-step
procedure in the form of a self contained "cookbook". Thus, the brief evalua-
tion section [ began writing evolved into this report. 1 was concerned that
the document's size would discourage individuals from using the procedure.
However, I concluded that most of the report is actually figures, tables,
forms and examples; that a large range of situations had to be covered; that
users of the procedure would not have to go through all the material; and,
that the report would be used as a resource document. [ thus found that

it would not be possible to delete material and still achieve the objectives
of the report. I also concluded that the time spent in following the procedure
would pay dividends in time and effort saved in the field, and in the utility
of the conclusions derived from the conduct of a suitable evaluation.

I am indebted to a large number of individuals in the Federal Highway
Administration, in State and local jurisdictions, and in private industry
for their help in preparing and reviewing this report.

I wish to single out Dr. Wallace G. Berger of the U.S. Senate Staff,
Mr. Robert S. Hostetter of the Institute for Research, and Mr. Theodore J.
Post of BioTechnology, Inc., for their assistance and inputs.

Finally, I am most indebted to Mr. Gerson J. Alexander, Chief, Human Factors
Branch, Office of Traffic Operations, Federal Highway Administration, for
his suggestions, support and encouragement.

Washington, D.C. Harold Lunenfeld
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ECUTTVE SHMMARY

With current emphasis on safety and the efficient operation of existing
facilities, the need to implement projects that provide optimum traffic control
and driver information improvements has assumed increased importance. This
has resulted in the requirement for engineers, technicians, and other design
and operations personnel to evaluate their improvements to insure that they
are effective.

Evaluation should be an integral part of traffic operations, safety
and Positive Guidance projects. The process should begin in the planning
stage where an evaluation design is selected and measures of effectiveness
(MOE*s) identified, continue during improvement development where the measures
are used as diagnostics, and culminate in the post-implementation phase where
differences in the MOE's are used to assess effectiveness.

Since most State and local jurisdictions possess neither the expertise
nor are able to hire specialists familiar with evaluation designs, statistics
or surrogate measures, a procedure is needed to enable personnel to perform
a suitable analysis and evaluation. Such a procedure has been developed
in conjunction with the Positive Guidance program. This report describes
the procedure and shows its application. The procedure provides a step-by-
step "cookbook" approach to evaluation. Each step is structured to identify
inputs and outputs and show the process. Tables, worksheets, flow charts
and examples lead to the development of a detailed evaluation plan, a suitable
data collection procedure, and an appropriate data assessment routine.

The first phase, the Evalu_tion Plan Development, takes into account
factors that affect the suitability of the evaluation and the validity of
the results. These factors include: Appropriateness; validity; reliability;
regression toward the mean; representativeness; novelty effects; changes over
time; comparability; experimental designs; statistical factors; randomization;

obtrusiveness; and stability.
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The following ten steps a1 performed to develop the Evaluation Plan:

STEP 1. Identify Objectives - In this step, a project is identified
as either Safety and Hazard Potential Reduction or Traffic Operations
and Flow Optimization. Objectives are then formulated in terms

of accident reduction, traffic performance improvements and system
performance improvements.

STEP 2. Sperify "Refore" Conditions - In Step 2, those climatological,
environmenta: anu .raffic stream conditions representative of the
problem are specified.

STFP 3. Select Measures of Effectiveness (MOE's) - During the
Lo d step, the objectives are transTated into measures used to
diagnose the problem and evaluate the improvement.

STEP 4. Select Measurement Techniques and Operationally Define
MOE's -Data collection methods are selected and the operations

or procedures employed in distinguishing the selected MOE from
other measures are defined in precise, observable terms in Step 4.

STEP 5. Specify Imlementation and A~~limation Period - In Step 5,
the length ol cime vewvween the collecivion of "Before" and "After"
data required to develop and apply an improvement and for drivers
to acclimate to it is specified.

STEP 6. Select Evaluation Design - Either of the two recommended
designs, the "Before-After™ or the "Before-After with a Control
Site" is selected in this step.

STEP 7. Specify Statistical Tests - In the seventh step, five
statistical tests; Pu.isson, t, F, Z, and Chi Square are recommended
and criteria provided for their use.

ST 8. Specify the Confidence ' -vel - The concept of confidence
Ttevel of significance) used to express the probability ¢ the
results being due to chance is described. Since statistical tests
are evaluated in terms of confidence, a suitable level, ranging
from 80% (.20) to 95% (.05) is specified.

STEP 9. Develop Sampling Plan - The minimum sample size and the
sampling plan used are developed in Step 9.

STEP 10. Prepare Data Collection Plan and Schedule -During the
final step in this phase, all aspects of the Evaluation Plan are
brought together in a Data Collection Plan and Schedule.







STEP 20}, Naterpina Statistical Significance - The appropriate
scavisticas vest 15 applied to the results at the preselected
confidence level to determine whether the improvement is
statistically significant.

STEP 21, Determine Practical Signifirance - In this step, the
resuli> are examined in the context ¢, whether or not the
improvement has led to meaningful and, in some cases, economically
beneficial solutions.

STFP 22, Report Findings and Recommendatinns - The final step
1> wu prepare and distribute a final repor. indicating findings,
conclusions and recommendations.
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INTRODUCTION

Crong

This report is the first in a series of documents published in conjunction
with the Positive Guidance program. Its purpose is to give engineers and
technicians a tool to evaluate highway information system related spot and
short segment improvement projects. Other documents in the series will cover
the collection and use of field data, the Positive Guidance procedure, and
the results of the Positive Guidance Demonstration Program.

The intent of this report is to provide the user with a step-by-step
approach to project evaluation. Its specific focus is on the evaluation of
traffic operations, safety, and Positive Guidance projects. To apply the
procedure requires that the user have an appreciation of the range of evaluation
strategies used for the various types of projects. While consider-able discussion
is given to safety projects and accident measures of effectiveness (MOE's),
emphasis in this report is on traffic operations and Positive Guidance projects
and their associated traffic and system performance MOE's.

This document provides the user with several types of information to

serve as a guide in setting up an evaluation and applying the procedure.

Background and Rationale - Principles, concepts and terminology are
given for eauu phase on the evaluation, and for individual steps.

Inputs, Outputs and Flows - Each step is structured in terms of the
Togic involved in i1ts execution to enable users to see how things
fit together.

Tables, Charts, Figures and Fxamples - Forms and examples are provided
w enable personnel to progi ess in a stepwise manner.

Procedur2< Qverview

The evaluation procedure consists of three phases and twenty-two steps.
The Project Planning phase has ten steps, all designed to produce an Evaluation
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Plan and schedule. An Improvement Development phase is comprised of eight
steps required to implement the plan and collect the necessary "Before" and
"After" data used to diagnose the problem and evaluate the effectiveness

of the improvement. Finally, the Improvement Evaluation phase consists of
the four steps used to reduce and analyze the data, test for significance
and report the findings.

Document frganization

The report is organized in eight parts. Page, figure, table and exhibit
numbering is consecutive within each part. Exhibits are used to provide
examples of each step. The report is arranged as follows:

Executive Summary

Introduction - Part 1

The Evaluation Plan - Part 2
Collection of Evaluation Data - Part 3
Analysis of Results - Part 4

Glossary of Terms - Part 5

Reference and Bibliography - Part 6
Appendices and Forms - Appendix A - C

“ralvation Report Ueee

The primary use of the evaluation report is as a working document and
training tool to enable engineers and technicians to set up and conduct a
highway improvement project evaluation. The report is organized to allow
individuals who are not familiar with evaluation design and statistical methods
to proceed in a step-by-step manner. Because the document is structured

to encompass a range of project types, situations and needs, all steps in
the procedure may not be required in each case. ,.ae user should tailor an
evaluation to the needs of his or her particular project.

Once users have become familiar with the material in this report, they
can combine or skip steps, as well as modify forms or procedures to suit
their particular needs. However, material for all applications is included
for comp teness and to show how all parts fit together.
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Rack nwnind

Implicit in the application of a systematic procedure such as Positive
Guidance is the assumption that proper implementation of the steps in the
procedure will result in suitable and effective improvements. Evaluation
is an integral part of Positive Guidance. An evaluation is recommended for
all traffic operations and safety projects as well, since it is always necessary
to assess whether, and to what extent, improvements have succeeded in ameliorat-
ing problems.

Evaluations achieve a number of important goals. In addition to providing
data about the effectiveness of the project, they identify the need for further
development and enable decisionmakers to accept or reject similar improvements
in similar applications. Evaluations thus provide answers about the effective-
ness of a specific project and information for future applications.

An evaluation compares safety and/or traffic operations before and after
an improvement has been developed and applied to determine whether performance
has been effectively improved. There are four basic methods: (1)} Analytical;
(2) empirical; (3) economic; and (4) subjective. The analytical method assesses
the improvement prior to its being implemented by comparing products of solution
development steps (such as the "expectancy analysis" and "information load
profile" of Positive Guidance projects) for improvement. The empirical method,
described in this report, compares differences in measures of effectiveness
(MOE's) for statistical and practical significance. When differences are
found to be statistically significant, an economic analysis is often performed,
data permitting. Finally, when it is not feasib™ to perform the empirical
method, the solution can be subjectively evaluated by having peers, experts,
and/or ordinary drivers providing their judgment on the effectiveness of
the improvement.

Application of the empirical method requires the user to understand
and apply statistical procedures, Since many engineers and technicians may
not be familiar with evaluation techniques, statistical methods, or certain
MOE's, & step-by-step "cookbook" approach is provided. However, it is recom-
mended that those unfamiliar with statistics and related disciplines seek
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assistance in applying the statistical procedures. This assistance should
be obtair | in the Project Planning phase, at the time that the Evaluation
Plan is under development. Delaying this action until the improvement has
been developed and in place may lead to wasted effort or erroneous conclusions.

Overview

Figure 1-1 shows the relationship of the evaluation to the overall project
¢ +elopment process. Evaluation should begin during the Project Planning
pt _se, where an Evaluation Plan is generated. During the Improvement Develop-
ment phase, "Before" measures are used as diagnostics to develop improvements,
and, following improvement installation and a suitable acclimation, "After"
data are collected. Finally, during the Improvement Evaluation phase, a
comparison is made of "After" data and "Before" data to determine whether
differences are statistically significant. This determination, coupled with
an assessment of practical significance and/or with an economic analysis,
provides an indication of the effectiveness of the improvement.

P’UJ‘-‘FT Improvement improvement
Planning Development Evaluation

=

Develop Collect Assess
Evaluation Before Results
Plan Data

Steps 1-10 ] Steps 1113 Steps 19-22

=

Schedule
lmprovement

Steps 14, 18

-
Collect

“After’’ J
Data
Stens 16-18
L

Figure 1-1.
Evaluatlon Overview

1-4



THE EVALUATINN PLAN

The evaluation process starts at the beginning of the project with the
development of a "Before" Data Collection Plan. The "Before" Plan, which serves
as a diagnostic for developing the improvement, when completed by the addition
of an "After" Data Collection Plan, becomes the Evaluation Plan. The time
and effort spent in generating a comprehensive plan during the project planning
phase assures smooth data collection, proper data analysis and meaningful
results.

Much of the data used to determine the nature of the problem and to
generate the improvement (i.e., diagnostic information) is also used to evaluate
its effectiveness. Table 2-1 provides a list of inputs to the "I ‘ore" Data
Collection Plan. The inputs come from a site survey and review of historical
data that should be conducted at the onset of all projects. The reader is
referred to F jort FHWA-TO-80-2 for a discussion of these factors.

Overview

The purposes of the evaluation are: To determine whether the improvement
was effective in reducing the problem; whether the improvement will continue
to be effective in the future; and whether the improvement will be effective
for similar problems. These determinations are primarily based on inferences
made from a statistical assessment of differences in meas: es taken before
and after the application of the improvement. Effectiveness is inferred on
the basis of the suitability and validity of the evaluation and the attainment
of significant results.

Figure 2-1 presents a functional flow of the steps that are used to
develop the Evaluation Plan. The ensuing material is structured to enable
project personnel to apply each step sequentially. This step-by-step approach
is designed to facilitate implementation of the evaluation through the use
of flow diagrams to explain each step and forms and examples to illustrate
the end product of the step.
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It is recommended that the user establish and maintain an evaluation
file for each project. Forms filled out in each of the steps will serve
as inputs to the Evaluation Plan.

TABLE 2-1. INPUTS TO THE "BEFORE"
DATA COLLECTION PLAN

I. Site Survey:

Location characteristics - geometrics, alignment, pavement
Vantage points for data collection

Locations where accidents occurred

Location of traffic control devices

Hazards

Sources of driver confusion

Vehicle & traffic actions (erratic maneuvers, conflicts, etc.)
Environmental factors (weather, illumination, etc.)

II. Historical Data:
A. Traffic Data

Volume counts

Vehicle speeds

Travel time and delay
Density, gaps, spacing
Occupancy

Input-output

Capacity and delay
Signal timing

B Accident Data

Location

Tyr

Severity

Environmental condition
Day and date

Actions of drivers
Contributory conditions

C. Other Sources

Complaints
Police, maintenance, etc.







Evaluation Plan Factors

There are a number of factors that must be taken into account by the
evaluation. These factors, discussed below, affect the suitability of the
comparisons and the validity of the results.

Arrropri=teness - The suitability of the evaluation rests on the proper

questions being asked using the proper information to answer these questions.
An evaluation might not focus on relevant issues unless objectives and measures
are appropriate. For examp |, it would not be appropriate to evaluate a

rural narrow bridge accident reduction project using intersection capacity
MOE's. Steps 1 and 3 of the plan address this factor.

Representat iveness - The conditions under which MOE's are collected may

affect the extent to which inferences can be made and the results generalized
to other problems. Data collected when conditions are not representative of
the problem may not be valid. For example, if strangers getting lost at

a freeway interchange is a major problem, then data collected during weekday
commuter hours may not be as representative as data collected on weekends

and holidays. Step 2 of the plan considers representative conditions and
driver and vehicle populations.

Validity - The validity of the evaluation refers to the correctness
of the MOE's used to diagnose the problem and the reasoning process used
to assess the results. An invalid evaluation yields incorrect conclusions.
For example, a centerline encroachment is not a valid MOE for delay. Similarly,
an evaluation that does not take "changes over time" into account may not
be valid. Step 3 is directed toward selecting valid MOE's while all steps
in the plan are directed toward insuring the correctness of the reasoning

process.

Reliability - A reliable measure is stable and repeatable. Measuring
equipment and data collection personnel must obtain similar data each time
a measurement is made. If not, the results will not be valid. For example,
an uncalibrated radar speed meter or an untrained data collector using an
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electronic stopwatch may collect unreliable speed data. Step 3 considers
reliable data collection techniques, while Step 4 accounts for repeatability
and accuracy by operationally defining MOE's.

Regression Tnward the Mean - When repeated measurements of any variable

are not highly correlated, then unusually high or low values measured one

time may be followed by values closer to average the next time. For example,
if accidents at a location are modestly correlated from year to year, and an
unusually high number of accidents has occured during a given year, chances are
that even without applying any improvement, the number of accidents at the site
will be reduced during the next year. Accidents should thus not be the sole
MOE, particularly when there is an unusually high accident frequency during

a given year. In Step 3, alternate MOE's to accidents are given, while Step 5
considers a suitable time period for accident frequency to average out.

Novelty Affects - Repeat drivers may respond in a transitory manner

to changes in a site's information system. After a while these drivers become
accustomed to the changes. For example, both strangers and repeat drivers
will be affected by new guide signs, even though the target population has

a high proportion of strangers. As the novelty wears off, repeat driver
behavior normalizes, and the stranger's behavior can be measured. Step 5
considers the novelty affect.

Changes Over Time - It is desirable that no major changes occur during

the implementation and acclimation period. However, changes are possible,
particularly when the implementation and acclimation period is long. Examples
include changes in traffic volume, traffic makeup, origin and destination
distributions and enforcement procedures. Step 5 discusses ways that changes
over time can be accounted for in performing the evaluation.

Comparability - The only thing that should change at a site between

the "Before" and "After" period is the improvement. AIll other conditions
should be comparable. For example, "After" data should not be collected

at night if "Before" data were collected during the day. In Steps 9 and

10, ways to assure comparability are discussed.
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Evaluatio~ Designs - Ar appropriate analytical framework is required to

assure that -the Evaluation is valid. ..is is the Evaluation Design discussed
in Step 6. An example of an invalid design is one where an improvement is
&.-lied without collecting "Before" data, thereby providing no basis for
comparison of "After" data.

S*tatictics - If the statistics used to reduce and analyze the results
of the evaluation are inappropriate, then it will not be possible to gauge
significance. For example, merely comparing "Before" and "After results
without applying an appropriate test of significance will not enable the
evaluator to determine whether the results are statistically significant.
Step 7 provides statistical test selection criteria and applications guidance.
In Step 8, issues involved in the selection of a confidence level are discussed.

Sampling Fac*~~< - The way in which samples are drawn and the amount
of data collected affect the suitability of the evaluation. An inappropriate
sample may not be representative of the target population or may yield erroneous

results. For example, measuring all spot speeds of vehicles in a platoon,
rather than the lead vehicle, would yield unrepresentative speeds. Too small
an accident sample would not allow for the use of the Poisson Distribution
test. Sampling factors are discussed in Step 9.

Obtrusiveness - The method used to collect data can influence driver
behavior and invalidate the results of the evaluation. I[f equipment and
personnel are visible to drivers, their presence may cause modifications
in speed and path which can be erroneously attributed to the improvement.

Step 10 deals with problems associated with obtrusiveness.

St=hility - The accuracy of equipment and [_-sonnel can deteriorate
with time. Instability can thereby adversely affect data reliability. Ways
to control for stability include calibration of equipment and training of
personnel. Step 10 considers stability issues.
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STEP 1. Identify Obiectives
It is important to identify objectives at the beginning of the evaluation

in order to formulate the measures that will be used to determine whether, and
to what extent, the improvement is achieving its goals. It should be recognized
that there are often several project objectives that can be identified.

Most projects ar either safety projects designed to rectify a high
accident location or a location with a high hazard potential, or traffic
operations projects designed to rectify a problem in traffic operations or
to optimize traffic flow. Objectives associated with these projects can
be classified into one or more of the categorie$ of Accident Reduction, Traffic
Performance Improvements, or System Performance Improvements.

Accident Red:~+ion - The explicit purpose of most safety projects is
to reduce the tota: number of traffic accidents (fatal, injury, property
damage) and their severity. Often, a project is undertaken to reduce specific
kinds of accidents, such as sideswipes, or accidents occurring under a specific
environmental condition, such as wet weather. When a specific type of accident
is identified as an accident reduction objective, it should be the predominant
one, based on a review of historical accident data. There should also be
sufficient accident experience for total accidents as well as for specific
types to test for statistical significance. Unless a large accident reduction
is expected, a considerable number of "Before" accidents will be required
to achieve significance. It should be recognized that 3 years of suitable
"Before" accident data are required to evaluate accident reduction objectives.

Traffic Parformz=~~ Tmnrovement - Many safety projects are implemented
to improve locations wiun o high hazard potential. These locations may not
have sufficient accident experience to evaluate statistically, often because
of low volume. Typical sites include narrow bridges, lane drops, highway
rail grade crossings, long term construction zones, intersections and inter-
changes. Even when accident experience is high, the 3 year waiting period
required to evaluate accident reduction may not be acceptable. In these
instances, traffic performance measures serve as surrogates for accident
reduction. In other cases, a high incidence of hazardous maneuvers or devia-
tions from proper speed and path leads to project implementation. Further,
traffic performance improvements are generally concomitant with accident
and hi rd pot 1tial reduction. For example, reducing last minute lane changes
and speed variance often leads to accident reduction.

System Performance Imprrvements - Projects are frequently implemented
to improve hignway system per formance. Optimizing traffic flow by increasing
capacity or reducing delay is an objective of numerous projects. In addition,
system performance improvements are often concomitant benefits of safety
and traffic performance improvements. For example, a project designed to
reduce a hazard potential at an intersection with restricted sight distance
generally affects the intersection's capacity and delay characteristics.
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Figure 2-2 shows the Step 1 flow. Objectives should be listed on a
form such as the one shown in Exhibit 2-1. In filling out the form, the
evaluator should first identify the primary objective and then determine
concomitant or secondary ones. It is useful also to indicate justification
for selection in order to limit the listing to those objectives amenable
to evaluation.

SITE
SURVEY
&
OPERATIONAL
REVIEW

HISTORICAL
DATA

LIST OF
TYPICAL
CATEGORIES
& OBJECTIVES

Y \

DETERMINE
PROJECT
OBJECTIVES

LIST OF
TYPICAL
CATEGORIES
& OBJECTIVES

\ {l'

DETERMINE
CATEGORY
FOR EACH
CBJECTIVE

LIST
PRQJECT
OBJECTIVES
BY
CATEGORY

TG STEP 2

Figure 2-2.
Flow, Step 1 - Identify Objectives
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STEP 2. Specify "Before" fnnditions

The more representative the conditions under which "Before" data are

collected, the more appropriate will be the evaluation. "Before" conditions
are determined from an analysis of the range of environmental, driver and
traffic conditions identified during the initial stages of a project. This
information is used to specify target conditions and to identify target driver
and/or vehicle populations.

While it is generally advisable to collect data under a representative
range of conditions, it is usually neither possible nor desirable to gather
data for every condition. It is often necessary to limit data collection
due to time and monetary constraints. In addition, the nature of the problem
may be such that only certain conditions are warranted. For example, data
collected during dry conditions would be irrelevant if there is evidence
that the problem being attended to only occurred under wet pavement conditions.

A review of problems and/or accidents generally focuses in on target
driver and/or vehicle population as well as "Before" conditions. For example,
if strangers getting lost is identified as the major problem, non-repeat
drivers should be maximized. This can be accomplished by collecting data
during weekends, holidays, and the tourist season. Similarly, when most
accidents occur after dark, MOE's data collection should be performed at
night,

The procedure to follow in specifying "Before" conditions is to develop
a set of tentative "Before" conditions including target driver and vehicle
populations, based on a review of historical data, a site survey and operations
review, and an analysis of the problem. The information contained in Table 2-3
serves as a guide. Once target conditions are tentatively identified, a
feasibility assessment should be started (see Steps 3 and 4). Such factors
as availability of equipment and personnel; potential data collection methods
(e.g., time lapse is usually not feasible at night); time schedules {e.g., it
may not be possible to wait for a particular season); and, uniqueness of
the condition (e.g., fog or blowing dust) should be considered to finalize
"Before" conditions.
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PRN IECT
OoB.__.'_3

HISTORICAL
DATA

SITE
SURVEY

&
OPERATIONAL
REVIEW

TIME

“BEFORE"
CONDITIONS

IDENTIFY
TARGET
“BEFORE"
CONDITIONS

TARGET
“BEFORE"
CONDITIONS

SCHEDULE

LIST

~——

AGENCY
RESOURCES

ASSESS
FEASIBILITY

—

Y

TARGET
DATA COLLECTION
PERIODS

\

TO STEP 10

Y

. . TARGET
Cgﬁgﬁ’f&s DRIVER/VEHICLE
POPULATIONS
TO STEP 3 TO STEP 9
Figure 2-3.

Flow, Step 2 - Specity ‘‘Before’’ Conditions

2-13






STEP 3. Select Measures of Effectiveness (MOE's)
Measures of Effectiveness (MOE's) used to diagnose problems and raluate

improvements should be directly related to project objectives. MOE's may

t  classified by accident, traffic performance, and system performance categories.
Accident MOE's are expressed in terms of rate and calculated frequency.

Traffic performance MOE's consist of measurable movements of vehicles' sp

and path, and alsc include surrogate measures such as erratic maneuvers and
conflicts. System performance MOE's are basically measure traffic flow para-
meters such as service volume (to measure capacity) and delay.

Just as there usually are several objectives associated with a project,
there will generally be several MOE's that can be used to determine the project's
effectiveness. Given that all projects gather data to diagnose problems,
most diagnostic measures also serve as effectiveness measures, particularly
when objectives relate to traffic and system performance improvements. Even
when a project's primary objective is accident reduction, traffic performance
and system performance MOE measures should also be used. These measures
will aid in generating improvements and may eliminate methodological (e.q., poor
accident records system) or logistical (e.g., long time frame) problems associated
with tt sole use of accident MOE's.

MOE's must be: (1) Directly related to the objectives, i.e., valid;
(2) stable and repeatable, i.e., reliable; (3) amenable to data collection--
given a particular equipment/manpower situation, i.e., feasible; and (4)
of value in diagnosing a problem, i.e., meaningful. Validity, reliability,
feasibility and meaningfulness are the primary MOE selection criteria.

Validity r "ates to what is measured. It is established on the basis
of a measure's ability to predict future performance. The best way to insure
that an MOE is valid is to select one that has already been validated in
previous similar projects. Reliability relates to how data is collected.
[t is established on the basis of consistent, repeatable measurements. The
best way to insure relijability is to use calibrated, stable equipment and
trained personnel,
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Feasibility relates to whethevr and at what ~~<* data can be collected.
[t is established on the basis of the kind and availability of egquipment
and personnel and on the characteristics of the site. The best way to insure
feasibility is to only choose MOE's which match the resources of the performing
agency and are suitable for data collection at the site. Meaningfulness
relates to what if a change is obtained and how it is interpreted. It is
established on the basis of practical usefulness and sensitivity in diagnosing
a problem. The best way to insure that an MOE is meaningful is by engineering
judgment. For example, if all vehicles were applying their brakes, then
brake 1ight applications might not be a meaningful MOE.

In order to select MOE's, the evaluator should consider each objective and
category to identify the type of MOE that could be used. Table 2-4 presents a
number of validated measures for typical highway situations. In addition, MOE's
have been used to evaluate the traffic control devices shown in Table 2-5.

While specific improvements will not have been generated at this juncture

in the project, personnel generally have a feel for the types of traffic
control devices that will be used. Thus, using the site's characteristics,
potential solutions, and engineering judgment will yield a range of candidate
MOE's.

After MOE's have been selected, exposure units, when applicable, should
be specified. Exposure relates to the gquantity of vehicles, vehicle miles
or other volume and/or time related factors which measure the degree of vehicle
or driver exposure to a particular MOE. Most system and traffic performance
MOE's are “"categorical." Their exposure units are rate-r lated. Other MOE's,
such as speed, delay, lateral placement, passing time and time through an
intersection are referred to as "continuous," and exposure units are not
applicable for these measures. Far those projects where accident MOE's are
used, their exposure units may be cxpressed as rate (usually per hundred
million vehicle miles) or in terms of freguency, using accidents per year as
the exposure unit. When rate-related MOE's are used, exposure is expressed per
unit volume {usually per 1,000 vehicles) for spot or short segment improvements,
or in terms of vehicle-miles for extended segments. It is, therefore, always

nec ;sary to obtain volume counts for rate-related MOE's.
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TABLE 2-5. MOE'S FOR TYPICAL TRAFFIC CONTROL DEVICES

DEVICE MOE
MARKINGS . Lateral Placement
Encroachments
Compliance
GUIDE SIGNS . High Risk Gore Weaves (Erratic
Maneuvers)

Gore Weaves {Erratic Maneuvers)
Driving Slowly

Late Lane Changes

Brake Light Applications
Energy Efficiency

WARNING SIGNS . Speed (profile) {Spot)
. Lateral Placement

Brake Light Indications

Stop Line Conflicts

Compliance

SIGNALS . Conflicts

Speed

Compliance

Energy Efficiency

The Step 3 flow is shown in Figure 2-4. MOE's should be selected
for each objective and entered on the MOE Listing form shown in Exhibit ~.3.
There should be a separate listing for each objective.
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Figure 2-4.
Flow, Step 3 - Select Measures of Effectiveness
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STEP 4. Select Measurement Technique and Operatic~=21ly Nafine MOE's

The main emphasis in Step 3 was validity and meaningfulness. In this
step, feasibility and reliability are addressed. Table 2-6 shows applicable
data collection techniques for each MOE in terms of actuarial, observational,
and interactive methods.

Actnarial _ An actuarial data collection method uses historical records
to yuanui'y MOE's in terms of their past frequency or rate of
occurrence.

Observational - This method gathers data by observing {usually unobtrusively)
driver and/or vehicle behavior as it is occurring. The personnel and/or
equipment used to gather data should not interact with what is being
observed.

Tnterartive - [n this method, the individual and/or equipment interacts

uirect .y wioh the drivers whose opinions, understanding or knowledge

is being solicited, or whose behavior is being observed.

Using Table 2-6, an assessment should be made of the present or future
availability of equipment and staff (see Report FHWA-T0-80-2). This, coupled
with an assessment of the site's characteristics, yields an indication of
the feasibility of using a particular MOE and measurement technique. For
example, lack of equipment ahd personnel to reliably measure lateral placement
would preclude its use as an MOE. Similarly, if there is no suitable vantage
point to mount a camera, time-lapse techniques to record erratic maneuvers
would not be feasible.

Each MOE should then be operationally defined. An operational definition
states the operations and/or procedures employed in distinguishing the MOE
from other measures. It defines the MOE in precise, observable terms and
reduces the chance for error in data collection, reduction and analysis.

For example, an MOE such as "driving slowly" might imply different things

to differ 1t observers. An operational definition of driving slowly may

be as follows: "a vehicle speed equal to or less than one standard deviation
(e.g., 5 mph) below the mean speed (e.g., 57 mph) measured 800 feet in advance
of the physical gore." An operational definition such as this would eliminate
any ambiguity. It will result in the same data being taken in the "Before"
and "After" phase, and will also dictate the location of the observer and
equipment and the required accuracy of the data collection method.
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Table 2-7 presents functional definitions for a range of MOE's.
should be translated into operational definitions by synthesizing site charac-

teristics and data collection techniques and procedures with the MOE's.

It should be recognized that an operational definition is always site specific

and tailored to the project location. Figure 2-5, taken from Hanscom and

Berger (1976), shows examples of these interrelationships.

PREFERRED FOSITION OF

HRLC = HIGH RISK LANE CHANGE
LC = LANE CHANGE

TIME LAPSE CAMERA.
(ELEVATED |F POSSIBLE)

HRGW

SPOT SPEED

HIGH RISK GCRE WEAVE

GW = GORE WEAVE

COLLECTION POINT

MOE HIGH RISK GORE WEAVE LATE LANE CHANGE DRIVE SLOWLY
GORE WEAVE
OPERATIONAL | A VEHICLE MOVEMENT | A VEHICLE MOVEMENT | A VEHICLE MOVEMENT | A VEHICLE SPEED
DEFINITION: INTO DECELERATION INTO DECELERATION INTO DECELERATION < ONE STANDARD
LANE LANE LANE DEVIATION BELOW
ACROSS PAINTED OR ACROSS PAINTED OR | ACROSS PAINTED GORE | MEAN, 800 FEET IN
PHYSICAL GORE, IN PHYSICAL GORE. EXTENSION LINE ADVANGCE OF PHYSICAL
ADDITION TO CROSSING GORE POINT,
AT LEAST ONE
THROUGH
TRAFFIC LANE
COLLECTION | TIME LAPSE MANUAL CODING* OR | TIME LAPSE MANUAL TIMING
METHOD PHOTOGRAPHY TIME LAPSE PHOTOGRAPHY VIA
*MANUAL CODING IS PREFERABLE IF TOTAL TRONIG
WEAVE AREA IS 1000 FEET OR LONGER. S 1urWATCH
CULLECTION | MEASURE OR GOUNT ALL OCCURRENCES CONTINUOUSLY SLOW ANU MEAN
PROGEDURE SPEED DURING
ALTERNATE FERIODS.

Figure 2-5.

Interrelationships of MOE’s and Methods
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TABLE 2-7. DEFINITIONS FOR SELECTED MOE's

[ J0F T Definition ]
CC TLICTS, TRAFFIC A traffic event iivolving two
(overall definition) or more road users, in which one

road user performs some atypical

or unusual action, such as a change
in direction or speed, that places
another user in jeopardy of a
collision unless an evasive maneuver
1s undertaken.

(Nine Basic Interset ion (See FHWA-T0Q-80-2 for applicable Figures)
C flicts)
1. Left-turn, same direction An instigating vehicle slows to

make a left turn, placing a following,
conflicted vehicle in jeopardy

of a rear end collision.

The conflicted vehicle brakes

or swery ;, then continues through
the intersection.

2. Right-turn, same direction Same as (1) above except instigating
vehicle slows to make a right turn.

3. Slow-vehicle, same direction Same as (1) above except instigating
vehicle slows while approaching
or passing through an intersection.

4 Opposing left-turn An oncoming vehicle makes a left
turn, placing the conflicted vehicle
in jeopardy of a head-on or broadside
collision. The conflicted vehicle
brakes or swerves, then continues
through the intersection. The
conflicted vehicle is assumed

to have the right-of-way in this

and subsequent conflict categories.

5. Right-turn, cross-traffic- An instigating vehicle approaches
from-right from the right to make a left

turn, placing the conflicted

vehicle in jeopardy of a broadside

or rear end collision. The conflicted

vehicle brakes or swerves, then

continues through the intersection.
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l
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Figure 2-8.

Flow, Step 4 - Select Measurement Technique and

Operationally Define MOE’s
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STEP 5. Specify Implemertation and Acclimati~~ Period

The Implementation and Acclimation period encompasses the time from
the end of "Before" data collection to the beginnin of "After" data collection.
The implementation portion represents the time it takes to develop, design,
fabricate, schedule, and apply the improvement. Its length is dependent
on a number of factors relating to the improvement developmental process
and the nature of the improvement. Availability of resources, personnel,
equipment, etc., as well as agency policy, also affects the time frame of
the implementation portion. ..e acclimation portion represents the time
it takes repeat drivers to become accustomed to the improvement. If the
time between implementation and "After" data collection were not allowed
to pass, differences in the MOE's could be attributable to the "novelty effect,"
i.e., a response to a change per se rather than to the improvement.

There is no acclimation portion for accident MOE's, since "After" data
are collected immediately after installation of the improvement. Thus, the
length of the Implementation and Acclimation period for this class of MOE's
is solely the implementation portion. However, since "After" data are reguired
to I accumulated for a 3-year period following imp  1entation, it should
be recognized that the overall time frame for the project evaluation using
accident MOE's will be over 3 years. This is based on the assumption that
3 years of suitable "Before" accident data exist.

Specifying the length of the implementation and acclimation period often
involves several tradeoffs. While the implementation portion should be as
brief as possible, external factors and agency policy often dictate its length.
On the other hand, the acclimation portion must be long enough to eliminate
the novelty effect. However, the total Implementation and Acclimation period

should be short enough to minimize changes over time.

Characteristics that may change over time include traffic volume, traffic
stream mix, travel patterns, road surface characteristics, and enforcement
procedures. One way to control for these changes is to specify as brief
an intervening period as possible. Other ways to ¢ itrol for changes include:
Anticipating changes and avoid starting the evaluation, e.g., when construction
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is scheduled, or when a new traffic generator is anticipated; shortening the
acclimation portion if changes are occuring; and eliminating changes by coordination
with other jurisdictions or agencies, e.g., coordinating with the police

to maintain consistent enforcement. If changes over time are likely, and

if it is not possible to specify a short acclimation portion, then consider-

ation might be given to using the Control Site design (see Step 6).

Other factors that enter into specifying the length of the Implementation
and Acclimation period involve comparability. The conditions under which
the "After" data are collected must be comparable to the "Before" conditions
specified in Step 2. Consideration must also be given to controlling for
seasonal variations in such things as climate, hours of daylight, landscaping,
foliage and the ratio of tourists to locals. The specification of equipment
measurement accuracy and the development of good operational definitions
will also help assure comparability. In addition, the equipment and personnel
used in the "Before" and "After" phases should ideally be the same, but at
worst, must be comparable. Thus, their availability often dictates the length
of the period.

For traffic and system performance MOE's, the acclimation portion should
be a minimum of 30 days following improvement implementation. For many projects,
a l-year Implementation and Acclimation period has been found to be optimum
particularly in situations where there are navigational changes (e.g., new
guide signs) since it is long enough to eliminate the novelty affect, short
enough so that there is not 1ikely to be any major changes over time, and
just the right period to assure comparability of seasonal conditions.

Specifiying the Implementation and Acclimation period thus requires
a number of decisions. When accident MOE's are used, no acclimation portion
is required, but 3 years of "After" data must be accumulated (data may be
assessed for trends after the first and second year}. This is required to
counter the effects of "regression toward the mean" (spontaneous return to an
average accident frequency from an unusual peak), and to accumulate a large
enough data base to permit application of statistical tests. The "After" data
collection period should be comparable to the "Before" period {month, day).
For other MOE's, a 30-day minimum acclimation portion following improvement

implementation is required.
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Figure 2-7.
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STEP 6. SELECT “Inn DESIGN
Tt evaluation design (experimental design) is the plan used to determiy

the effectiveness of the improvement. It serves as the analytical framework
for: The selection of samples; the kind, order and procedure for the adminis-
tration of the improvement; and the recording and statistical analysis of

the data.

Two designs are r+ :ommended. The "Before-After" and the "Before-After
with a Control Site" (Control Site design). The design used depends on a
number of factors related to the advcntages and disadvantac ; of each.

Before-After - The Before-After design is shown schematically in
Figure 2-8. When this design is used, MOE data are collected

at the project site prior to the improvement, and, after a suitable
acclimation period, following the application of the improvement.
Differences in the MOE's before and after the improvement (which
represent tI  period averages) are evaluated for statistical
significance. This design is based on the following assumptions:
(1) The MOE levels before the application of the improvement

would have remained at the same level following the implementation
and acclimation period if no improvement were appli !; (2) the
only thing changed at the site is the improvement; and (3) any
differences in the MOE's are attributable to the improvement
(comparisons in the "After" period are actually between the
"expected after" and "actual after").

IMPROVEMENT

BEFORE AFTER
MOE MOE » TIME

MOE
VALUE

EFFECTIVENESS = BEFORE MOE — AFTER MOE

JEFORE AFTER

Figure 2-8.
Before - Aiter Design
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The Before-After design is suitable for evaluating most projects. This
design may be used when: (1) A jurisdiction lacks the personnel, equipment
and resources to use a Control Site design; (2) the time period between the
"Before" and "After" data collection phase is relatively short, such as when
traffic and system performance MOE's are being evaluated; (3) a rate-related
MOE is used, since it washes out the effects of changes in traffic volume;
and (4) there is no suitable control site.

When a Control Site design is deemed advisable, generally for safety
projects where a long time period must intervene between the "Before" and
"After" phases, and when control site(s) are available, the control site(s)
must be comparable. If a control site is not comparable, then the conclusions
are more likely to be erroneous than if no control site were used at all.
Table 2-9 lists c¢riteria to be used in selecting suitable control sites.

When long time periods intervene, either linear regression (when there are
trends appar it) or point value averages (when no trend is apparent) must
be used to compute and compare "After" MOE values (see Appendix B).

TABLE 2-9. CONTROL SITE SELECTION CRITERIA

1. Select geometrically similar site(s}).
2. Select sites with similar traffic control devices.

3. Check whether MOE's at control site(s) are within +10 percent* of
the project site,

4. Check whether other key variables such as traffic at control site(s)
are within +10 percent* of the project site.

5. Check that there are no plans to modify the control site(s) during the
project.

6. Check that lighting, vehicle mix and land use are similar.

k _

* The +1U percent criteria is a guide

A flow for Step 6 is given in Figure 2-10. Exhibit 2-6 presents a sample
Evaluation Design listing form.
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STEP 7. Snerify Staticticzl Tects
Effectiveness is inferred on the basis of the validity of the evaluation,
and the attainment of practical and statistically significant results. The
first six steps serve to structure a valid evaluation design. This and the
next step deals with how to determine whether results are statistically significant.
Before specifying a statistical test, it would be useful for the reader to
refer to Appendix A for a brief discussion of relevant descriptive and infc ential

statistical factors.

Statistical methodology assumes an important role throughout the evaluation,
since statistics are used to plan data collection, to tabulate MOE's and
to analy : results. ODescriptive statistics organize, summarize and describe
the data. Inferential statistics test for significance, thereby enabling
€ 1luators to go beyond what is measured to estimate how close the data are
to the "real world" and to establish how meaningful the results are for forec ;ting

and decisionmaking.

The determination of whether an improvement is effective ultimately
rests on the results of an inferential statistical analysis of differences
in the MOE before and after an improvement is applied. At issue is whether
differences are a result of the improvement or could have occurred by chance.
Significance is established by testing whether the difference could have
¢ curred significantly often by chance. If this can be shown to be false,
an the result is attributed to the improvement.

A number of statistical tests have been developed to test for significance.
These tests are designed for use with different evaluation designs, data
types, and distributions. Some are very restricted in their application,
while others are applicable to a broad range of conditions. The selection
of an appropriate test rests, to a large extent, on how closely the data
fits the assumptions of the test. Table 2-10 shows data types for various
MOE's.
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TABLE 2-10. DATA TYPES

Contirinus data, such as speeds and delay from which means, percentiles,
or stanuard deviations can be obtained.

Categorical or rount data, such as erratic maneuvers and traffic conflicts
from which rate> or proportions are derived.

Rare event data, such as accidents, from which rates and yearly magnitudes
are de.cimined.

Five tests of significance are recommended for use in the evaluation.

This is not meant to imply that there are no other tests which can be used.
Those familiar with statistical methodology may feel that another test is
more appropriate. However, when a test not recommended by this report is
used, its use should be justified and its assumptions spelled out. The five
recommended tests are:

Poisson

t

F

Z

Chi Sguare

Statistical tests should be selected for each MOE. Table 2-11 summarizes
statistical test selection factors. Figure 2-11 shows the Step 7 flow.
The se :ted test for each MOE should be enter | on the sample Statistical
Test listing form shown in Exhibit 2-7. Note that any test not specifically
mentioned in this discussion should be justified and referenced on this form.
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STEP 8. Specify Comfidence Leval
Statistical significance is established on the basis of whether or
not differ ces in the MOE's between the "Before" and "After" phases can
be atiributed to chance. Significance is expres: 1 in terms of the confidence

levei, which is the degree of confidence, in percent, that the result was
not due to chance. The probability, in decimals, of the results being due
to chance is called the level of signifi~ance. It is an analogous term also

oft 1 used to express statistical significance. Al1l statistical tests are
interpreted in terms of a confidence level.

Selecting an appropriate confidence level is not as clear cut as

it might appear. While it may s¢ 1 obvious that the way to assure that the
re alts are not due to chance would be to specify a high value such that
the chance probability is extremely low, doing so reduces the chances of
the results being significant. On the other hand, setting the confidence

el at a Tow value increases the likelihood of obtaining significance but
a o0 increases the possibility of the result actually being due to chance.
There are two kinds of decision errors that can be made. The first is called
a Type I erraor, It can occur when the confidence level is low and leads
tc a true chance result being ¢ ‘'med significant. The second is called a
Type Il error. It can occur when the confidence level is high and leads
to a truly significant result being attributed to chance and de¢ 1ed not significant.
The implication of a Type I error for decisionmakers is that they may be
i +lementing a program on the basis of an erroneous assumption, i.e., that

an improvement is significant.

The level ultin_:ely specified, therefore, represents a trade-off
b ween tI need to maximize the use of an effective improvement, while at
the same time being assured that the improvement is, in fact, effective.
Table 2-12 shows a range of significance values that are conventionally used,
¢ ong with the odds of the results being due to chance. As a rule of thumb,
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low-cost, one-shot improvements generally are evaluated with a lower confidence

level, while high cost projects and projects which may ultimately lead to a wide
application of an improvement generally use a higher level. Research projects,

by convention, usually specify a 95% confidence (.05 level of significance).

TABLE 2-12,
CONVENTIONAL LEVELS OF CONFIDENCE AND SIGNIFICANCE (TYPE I ERROR)

0dds of Significant

Confidence Level of Results Actually

Level Significance Being Due to Chance

BE .20 O e T

90% .10 One in 1 1

95% .05 One in Twenty

99% 01 One in One Hundred

99.9% .001 One in One Thousand

The level selected generally depends on the cost of being wrong in the
evaluation's conclusions as well as the following factors: (1) Agency policy;
(2) the importance of the project to an agency's overall policy of hazard
correction; {3) the safety criticality of the problem; and (4) the estimated
cost of the improvement.

If an agency has a policy, it should be used. If not, then the confidence
level could be determined on the basis of program importance, safety criticality,
and project cost. For example, if most factors are moderate, an 80% confidence
(.20 level) might be used; if several factors are high and no factor is very
high, a 90% confidence (.10 level) may be specified; and if any factor is
very high, a 95% confidence (.05 level) could be selected. Given the nature
of most traffic operations and Positive Guidance projects, an 80% confidence
(.20 level) will generally suffice if there are no program implications.

There will hardly ever be any situation where a 99% confidence (.0l level)
or greater would be sy :ified.
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STEP 9. DNeyelgp ©=2mnling Plan
In Step 2, a target population of drivers and/or vehicles was identifed.

The t=+~et population is all the drivers and/or vehicles that are involy |
with the problem at the site. Since it is usually not possible to collect
data on an entire population, only a portion of the drivers and/or vehicles

can be observed. The process used to select those drivers and/or vehicles
for observation is called =amnling, and the drivers and/or vehicles actually
observed is called the sar~7~ This step considers the two basic sampling
jssues: (Y Including a sufficient number of drivers and/or vehicles in

the sampl_ for descriptive purposes and to test for significance; and

(") drawing a sample that is representative of the target population.

A1l other things being equal, the larger the sample size, the more likely
it is to be representative. Thus, sample size should be as large as possible.
However, since it is not always feasible or desirable to spend too much time
at a site, minimum sample size requirements have been specified. It may
not be possible to achieve a large sample size, and grouping may be needed
to achieve even a minimum sample. Specifying a minimum sample size often
provides input into the selection of an appropriate sampling technigue and
frequently yields an estimate of how long a period must be spent in the field.

In specifying a minimum sample size, two factors must be determined,
permitted error and confidence. Permitted error relates to how closely the
obtained sampled value of the MOE must be to the true population param~ter.

wr example, if spot speed is randomly sampled and an average speed is obtained,
this v lue will probably differ from the average value that would be obtained
if spot speeds were taken on every vehicle for a full year. How much the
sampled value can differ is an engineering judgment, ! ;ed on how accurate
the sample must be for diagnostic purposes. Permitted error thus relates
to sampling accuracy. It is desirable to have as accurate a sample as is
practicable. However, the less sampling error that is permitted, the larger
the sample must be. Similarly, the greater the confidence in the accuracy.
the larger the samp  si : required.
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Confidence levels were selected in Step 8. In this step, permitted
error must be determined. There is no hard and fast rule for the selection
of a permitt¢ sampling error. If the evaluator can estimate the accuracy
needs in specific terms, this value can be used in an existing sample size
formula (see Box and Oppenlander, 1976), or the evaluator can choose a value
in Table 2-13 close to the needed accuracy. If the evaluator cannot estimate
accuracy needs, he or she can, as a rule of thumb, consider importance, criti-
cality and cost in the same manner as Step 8. That is, if factors ar moderate
to high, a larger permitted error (Jower accuracy) can be used, and if factors
are high to very high, a smaller permitted error (higher accuracy) would
be warranted.

Table 2-13 presents minimum sample size requirements for a range of
MOE's. The table is structured for the three recommended confidence levels
and two ~ sels of sampling accuracy.

TABLE 2-13. MINIMUM SAMPLE SIZE

PERMITTED | MINIMUM SAMPLE SIZE
MOE SAMPLING JONFIDENTF LEVEL
ERROR 80% suk 95%
Continuous Data:
Delay--Each Approach 5% 656 1,080 11,540
10% 165 270 380
Speed--Each Observation* | +1.0 mph 41 68 96
+5.0 mph 30%* J0x* 30**
Categorical Data:
A1l Categorical 5% 30 270 380
MOE's 10% 30** 70 100
*100 is recommended.
**Minimum sample size to meet statistical assumptions.
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Samples are often drawn at random so that each ~1~m~nt (j,e,, vehicle,
driver, condition, etc.) has an equal chance of being included. However,
for purposes of the evaluation, it is likely that there will be elements
of selection, referred to as stratification. In stratified sampling, the

entire population of elements is segmented into homogeneous groups (strata)

and each stratum is independently sampled. Since "Before" conditions are
structured in terms of target conditions and/or groups (e.g., wet weather,

night conditions, commuters, trucks, etc.), these attributes are used to
stratify the samples. It may also be useful to employ a sy<+ematir sampling
technique. With this technigue, the target population is divided into rlusters
of equal elements {e.g., all vehicles in a given time period) and each ne
cluster sampled. It is acceptable to use a systematic technigue with stratified
random sampling.

The selection of a sampling plan is based on a number of considerations.
If there are no specific target conditions or time pressures, then a purely
random sampling technique could be used. That is, dates and times for data
collection during a year are selected using a table of random numbers. This
technigue can be augmented by systematic sampling. Once the first date and
time is selected, every nzb-day and time is sampled until the sample size
requirement is met.

Given target "Before" conditions and groups, and "real world" time pressures,
a stratified sampling technique is recommended. The "Before" conditions
(see Step 2) are used as the strata. Depending on the nature of the MOE's
and target populations, data are collected on all attributes of interest
until the desired sample size or greater is achieved. This may encompass
all vehicles and/or maneuvers in the traffic stream, or only certain vehicles
(e.g., trucks, RV's) or drivers (e.g., commuters, out-of-state license plates)
or maneuvers (e.g., all passes or exit maneuvers). In locations with a high
traffic volume or a large incidence of the MOE's of interest, it is often
useful to employ a systematic, time-based sampling technique. For example,
all vehicles of interest are sampled for one-half hour every 2 hours until
the desired sample size is achieved. This technique is useful with time-
lapse data collection.
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Figure 2-13 presents the Step 9 flow. In Exhibit 2-9, an example of
a form used to specify a mi

nimum and desirable sample size and the sampling
plan is shown.

SITE

SURVEY
& HISTORIGAL
OPERATICNS DATA
REVIEW

DETERMINE
MEASUREMENT
PRECISION
NEEDED

SPECIFY
MEASUREMEMT
PRECISION
LIST OF
MINIMUM
SUFFICIENT .
SAMPLE |
SIZE
DETERMINE
SAMPLE i
SIZE o
REQUIREMENTS /
 §
MINIMUM
SAMPLE “BEFORE"
SIZE CONDITIONS
REQUIRED
LIST OF
SAMPLING
TECHNIQUES

V‘L \

DETERMINE
SAMPLING
TECHNIQUES

Y

SPECIFY
SAMPLING
TECHNIQUES

l

TO STEP 10

Figure 2-13.
Flow. Step 9 - Develop Sempling Plan
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STEP 10. Prepare Data Collection Plan and Schedule

The final step in the Evaluation Plan development is to produce a detaiied
Data Collection Plan and Schedule. The plan should include appiicablie features
from the project and each step in sufficient detail to serve as a working
plan and schedule for "Before" data collection. The plan should alsc include
A schedule for all aspects of the Improvement Development and Improvement

Evaluation phases.

Primary emphasis in preparing the plan should be in specifying the following
Pre-Data Collection ("Before" phase) details:

Equipment - All required equipment such as radar speed meters, counters,
time-laps cameras, etc., should be identified by type, make, model, etc.
If the requisite equipment is available, it should be identified by
serial number or other identifying information. If not available, it
should be scheduled to be procured in sufficient time to be available
for "Before" data collection. Equipment calibration requirements should
be noted, and all calibration and testing should be scheduled to insure
proper operation. Consideration should be given to providing spare or
backup units in the event of equipment failure. If more than one of the
same unit is being used, a comparability check should be scheduled to
assure data comparability or to enable adjustments to be made. It is very
important to keep a record of all equipment used to insure comparability
by using the same or similar equipment throughout the evaluation.

Perconnel - Personnel requirements for field data collection should be
specified and scheduled. Personnel should be identified by function and
name (if possible} to determine their availability both for the "Before"
and "After" phases. It is best to use the same personnel throughout,
particularly when there is manual data collection. If personnel are

not members of the staff, individuals needed to perform required functions
must be recruited. Care should be taken in recruiting data collection
personnel, particularly if they are to be hired on a casual or project-
specific basis (such as summer help or college students). Accuracy

checks should be considered for personnel. It is important to determine
training needs. Training may be necessitated when using unfamiliar, new
or casual personnel, or when using new equipment or procedures. Training
and, in some cases, retraining may be needed if teams are used, if judgments
must be made under time pressures, or if unfamiliar forms are used.

In any case, training needs should be determined, training procedures
dealing with all aspects of the data collection task (e.g., equipment,
measures, procedures, forms, contingencies, etc.) structured, and training
scheduled.
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Data Collection Forms - A1l data collection form reguirements should
be formulated prior to data collection. If forms are not available,
they should be scheduled for design and production. They should be
scheduled for pretest prior to production to make sure that they are
readily usable in the field and that ample space has been provided for
data entry. One form that should always be provided is a daily log
such as the one shown in Exhibit 2-10. Its purpose is to record the
phase, dates and times, project data collection personnel, conditions,
events, and any deviations from the Evaluation Plan.

Coordina*i~n - Two types of coordination may be reguired. The first

is coordinacvion within project staff. This coordination is very important
when one or more teams are collecting data, or when more than one shift

is involved. A second kind of coordination is between project personnel
and authorities such as police, other agencies, etc. In both cases,
coordination requirements should be formulated and coordination scheduled.

Procedures - Prior to going into the field, a set of instructions should
be prepared, indicating all aspects of data collection. Included in
these instructions should be equipment and personnel location and how,
wt 1 and where the data are to be collected. Procedures for crew shifts
{if applicable) should be developed and procedures for how to handle
contingencies, e.g., when to cancel data collection due to accidents,
rain, snow, etc., should be clearly defined.

Pilot Testing - One way to assure that all aspects of the data collecti 1
phase will go smoothly is to design and schedule pilot tests. Pilot

or pretesting prior to the start of the "Before" data collection phase

may be warranted: When unfamiliar or new equipment is involved; when
there is a need to verify equipment calibration; when unfamiliar or

new personnel are used; when training is required; when unfamiliar data
collection forms are used; when there is a need to practice on-site
coordination; when unfamiliar or complex procedures, equipment location

or personnel location is used; when there is a need to coordinate data
collection team activities such as shift changes; and when data collection
may be obtrusive. If pilot testing is required, details should be specified,
and tests scheduled. This will enable modifications to be made to the
"Before" data collection plan, and will allow the plan to be finalized.

Figure 2-14 provides the Step 10 flow. A sample plan is shown in
Exhibit 2-11.
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DATA COLLECTION PLAN AND SCHEDULE | PROJECT NO. 127-46 i

DATA COLLECTION PROCEDURES, EQUIPMENT LOCATION AND OPERATION, AND PERSONNEL
LOCATION AND PROCEDURES, OPERATIONAL DEFINITIONS:

Erratic Maneuvers, Spot Speeds

MOE:

Erratic Maneuvers

Elm St. Overpass

Speed Meter
or Counter

Cuamera

Crews to set-up 1 howr prior to data collection.
Speed meters to be covered up.

Crew A to monitor AM peak.

Crew B 1o monitor PM peak.

Erratic inaneuvers to be recorded an jilm & back-up manual observation.
Monitor CB 19 for "‘Fuzz Buster' chatter.

Erratic maneuvers as tn diagram —in vicinity of physical & painted gore.
Spor speeds for vehicles in curb lane.

Exhibit 2-11.
(Continued)
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DATA COLLECTION PLAN AND SCHEDULES

PRO."™ 7T NO.

DATE FOR START OF “BEFORE" DATA COLLECTION:

827179

DATA COLLECTION CONDITIONS (TIME OF DAY, DAY OF WEEK, ENVIRONMENTAL, ETC.)

— AM. Peak 8:30-10:30
P.M. Peak 4:30-6:3()
— Tues, Wed, Thury
= Dayy should be clear, no rain
— Daxlight conditions

CONTINGENCY PLANS:

Terminate if rain or accidents occur —can use following week

Use marinal counts if camera or speed meters juil

Exhibit 2-11.
(Continued)
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COLLECTION OF EVALUATION PaTA

The purpose of this section is to bring together and briefly describe
the various data collection activities of the evaluation. The emphasis in
this section is on applying the Evaluation Plan.

Because of the nature of the evaluation process, i.e., data collected
prior to improvement development is compared with data collect 1 after the
improvement is implemented to determine effectiveness, the activities that
comprise the Collection of Evaluation Data phase are not performed consecu-
tively. In terms of the project development cycle, Collection of Evaluation
Data begins following the development of the Evaluation Plan. Aft - tfr-
improvement has been developed, the Collection of Evaluation Data phase resumes
with the application of the improvement and the collection of "After" data.

Overview

Figure 3-1 presents a functional flow of the steps used to collect
evaluation data. Conceptually, the phase is structured in terms of "pre-
implementation" where "Before" data are collected, "implementation" where
the improvement is developed and applied, and “"post-implementation” where
"After" data are collected. This section is structured to enable personnel
to apply each step sequentially. To maintain continuity, the steps of the
Evaluation Data Collection phase have been numbered consecutively with those
of the Evaluation Plan. The first step in this phase begins with Step 11.
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STEP 11. Perfarm Pro-Data Collection ("Bef~re" Phaca)
The logistical and operational matters that were identified in Step 10

for Pre-Data Collection ("Before" Phase) must be completed prior to collecting
"Before" data. Performance of these activit- : will insure that data collec-
tion efforts run smoothly, and that the data gathered will be valid, reliable,
meaningful and usable.

Equinment, - All necessary equipment procurement, assembly, calibration,
etc., snould be performed,

Percnnne] - Personnel recruiting, scheduling and training, as required,
shuuiu ve accomp'lished.

Frrms  Form needs should be taken care of in this step, including any
nevessary design and pretesting,

Faordiratinn - Required coordination with all authorities should be
mstituceu.

Procedures - Procedures should be finalized.

Pilat Tagtinn - A1l identified pilot testing should be conducted during
vins swep.  any changes brought about as a result of the pilot tests
should be documented, and the "Before" Data Collection Plan revised.

Figure 3-2 presents the Step 11 flow. A Pre-Data Collection form is

shown in Exhibit 3-1.
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STEP 12. Collect "Before" Data
The "Before" data collection activitie. should begin once it has been

established that all aspects of the Data Collection Plan have been accounted
for, and that equipment, personnel and procedures are functioning properly.
The reader should refer to Report FHWA-T0-80-2 for a discussion of field
data collection considerations.

Data collection should be as inconspicuous as possible. Visible evidence
of data gathering activities such as unusual vehicles, equipment, pneumatic
tubes, obtrusive personnel, and radar may modify driver behavior. This can
confound the MOE's being collected. One way to determine whether data gathering

‘forts are obtrusive is to monitor CB Channel 19 to see whether truckers
have spotted the eguipment and/or personnel. If there is any evidence that
traffic is being affected, the :tivities should be stopped and procedures
modified.

Since it will not be possible to replicate the "Before" conditions after
an improvement has been applied, all aspects of the data collection should
be constantly monitored to assure that the data being collected are properly
gathered and both its quantity and quality are acceptable. For example,
time-lapse film, if used, should be developed and viewed. The sampling plan
and sampling techniques must be adhered to to insure representativeness and
sample size suitability.

In the course of data collection, personnel should document all "Before"
conditions in the daily log to assure that they are in accordance with the
conditions specified by the Evaluation Plan. Al1 deviations and use of contin-
¢ wcy plans should also be documented. It is recommenc { that the daily
log be kept current each day. This will help insure that "After" conditions
are comparable and will be useful in data assessment.

Figure 3-3 shows the Step 12 flow. Daily log forms were presented in
Step 10 (see Exhibit 2-10). Data collection forms for Step 12 (and Step 17)
generally are developed on a project-specific basis. It is recommended that
these forms include the san information contained in the heading on all
forms shown herein ar.. that the step nu der is identified on the form.
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Y

ASSEMBLE
EQUIPMENT,
PERSONNEL,
FORMS ETC.

p— —i_—

NOTE
“BEFORE"
CONDITIONS

Y

APPLY
SAMPLING
TECHNIQUES

— i -
COLLECT

“"BEFORE”
DATA

Y

MONITOR
DATA
QUALITY

APPLY
CONTINGENCY
PLANS

ASSESS
“BEFORE"
DATA
QUALITY

IS
DATA
SUITABLE?

COLLECT
ADDITIONAL
DATA

COoLL T
ADDITIONAL
DATA

ASSESS
"BEFORE"”
DATA COLLECTION
PHASE

HAVE
DEVIATIONS
OCCURED

IS
IIAF1 . ‘l'
PHASE
AFFECTED?

REVISE "AFTER”
PHASE DATA
COLLECTION

PLAN

+

TO STEP 13

Figure 3-3.

Flow, Step 12 - Collect ‘‘Before’’ Data
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STEP 13. Reduce and Summarize "Before" Data

.1e next step is to reduce and summarize the "Before" data. This will
require the use of descriptive statistics, since the "Before" data are used
to describe and diagnose problems at the site. The output of Step 13 will
he summaries of applicable accidents, traffic performance (including individual

driver performance), and/or systems performance MOE's. Figure 3-4 shows
the Step 13 flow.

Lis! O
DESCRIPTIVE
STATISTICAL
TECHNIQUES

L_.ERMIP
APPROPRIA I E
DESCRIPTIVE
STATISTICAL
°  HNIQUES

¥ —p TO & 218

APPLY
APPROPRIATE
DESCRIPTIVE
STATISTICAL
TECHNIQUES

4

REDUCE
“BEFORE"”
DATA

Y
SUMMARIZE

"BEFNRE"
Di. v

1

TO STEP 14

Figure 3-4.
Flow, Step 13 - Reduce and Summarize ‘‘Before’’ Data
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Descriptive statistics generally are displayed as frequency distributions
and arithmetic summations. It is often useful to show the shape of the distri-
bution by presenting the data graphically, particularly if the information
is to be presented to the general public, or when a formal report will be
published and distributed.

Most MOE's can be summarized and displayed as frequency distrihyfions.

The exact form that a distribution takes depends on the nature of the data and
the number of categories and conditions for which data were collected. Accidents,
categorical data and continuous data can all be grouped and displayed in a
contingency table in terms of the number, rate, and/or percentage of individuals
or vehicles observed. In the case of continuous MOE's, the data must first

be grouped before it can be put into an appropriate contingency table for

display as a freguency distribution.

Rare Event Data - When accident MOE's are used, the data should be tabulated
in an Accident Summary such as the one shown in Exhibit 3-2. The summary
should also include exposure, since volume data will be required in Step 19
of the evaluation. Following completion of the summary, these data can

then be displayed in terms of magnitude, percentage of total, or both

as shown in the example in Exhibit 3-3.

Mfategorical Data - All categorical data is suitable for tabulation in a
vuntingency table. This is true even for situations when there are only
two categories, i.e., when a portion of the sample "does" or "does not"
exhibit a particular behavior such as a "last minute lane change" or a
"centerline encroachment.” In these cases, indicating the proportion of
the sample that exhibits the behavior is all that is needed. For example,
indicating 5 percent encroachments implies 95 percent "no encroachments,"
and it is not necessary to develop a contingency table until the "Before"
and "After" data are compared in Step 19. For multiple categories, a
frequency distribution is warranted. Exhibit 3-4 shows a form for developing
a contingency table for categorical data. Exhibit 3-5 shows a typical
frequency distribution for the example contained in Exhibit 3-4,

3-9





















Arithmetic S'mmaries - Arithmetic summaries are generally developed

for continuous data. The two most common summary statistics are central
tendencv and vari=rility. The primary central tendency summary is the averac

or mean value, and the main variability measure is the star“ard devia*ion
It is recommended that these two statistics be developed for all continuous
MOE's. Other arithmetic summary statistics such as the median, the mode and
percentiles are discussed in the section on graphic displays.

Mean - One way the mean can be calculated is from ungrouped data,
as shown in thibit 3-7. A1l speed (x) values are summed (389)
and dividing by N, the number of cases (14). This yjelds a mean
of 27.8 mph.

It is often as convenient to develop the mean from grouped data

(Box and Oppenlander, 1976). Exhibit 3-8 shows how this is calcu-
lated. The first thing that is done is to determine the midpoint
for each class, and insert that value in the "Mid-Value" (ui)
column. These values are then multiplied by the "Class Frequencies"
(fi) to obtain the values in the "fiui" column. The sum, ="fiui"
(7,877) is obtained by adding all values in the column. This

figure is divided by the sum of the "Class Frequency (fi)" column
(186) to obtain a mean speed of 42.3 mph.

$+andard Deviation - The standard deviation, like the mean, can

be calculated from unclassed data. Exhibit 3-9 shows the process.
Each speeq_(x)zis subtracted from the mean (X). This quantity is
squared (X-x)© and summed. The square root of the summed deviations
squared, divided by the number of measurements (N), yields the
standard deviation (4.18 mph).

The method used in calculating the mean from classed data can also be
used to calculate the standard deviation. Referring to Exhibit 3-10,
the values in tt "fiui"z
"fiui"2 column. This col_ . is summed to yield 337,335. A1l
appropriate values are in__rted in the formula and the standard
deviation (4.5 mph) is obtained.

column are squared and inserted in the
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X
>fi— 1

=
=
v
X

Exhibit 3-8.
(Continued)
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Pictrrial and franhic Displays - Data which can be summarized as a distribution
or as an arithmetic summary can also be displayed pictorially or graphically.
Rare event data (e.g., accidents) and categorical data {(e.g., conflicts)

are often displayed pictorially as Pie charts (see Exhibit 3-11) or histograms
(see Exhibit 3-12). Continuous data are oft . displayed graphically as relative
and cumulative frequ cy distributions.

Relative Freanenry Distribution - Exhibit 3-13 uses spot speed data to
show how the vaiues needed to construct a relative frequency distribution
graph are developed. The values are obtained by first dividing the

number of observations for each class (the "Class Frequency (fi)") by

the total number (L) in the sample (186). The resultant value is entered
in the "Relative Frequency" column. These values are converted to percent
values and plotted against the "Class Mid-Values" to produce the graph
shown in Exhibit 3-15. The mode, the value with the most scores, can

be obtained by inspection of the graph. In this example, it is 41 mph.

Cumulative Frequency Distribution - The procedure to develop the values

to plot a cumulative frequency distribution is shown in Exhibit 3-14,

The first thing that is done is to compute the "Boundaries" of the classes.
The boundaries are the most extreme true value that could be included

in a class and are computed to 1/2 a unit of greater precision than

what would be included in a class. In this example, 1/2 mph is added

to the upper limit of the class and subtracted from the lower limit

of the class and inserted in the "Boundaries" column. A cumulative
frequency distribution can then be developed, either from the smaller

to the larger value or vice versa. When the cumulative distribution

is plotted from the smaller to the larger boundary, the higher boundary

is matched to the corresponding cumulative frequency distribution.

When the cumulative distribution is from the larger to the smaller distri-
bution, then the lower boundary is used. In the example, the distribution
is calculated from the smaller to the larger value. In this case, the
first "Cumulative Frequency-Number"” and "Cumulative Frequency-Relative"

are inserted in the row corresponding to the 295 boundary. The "Class
Frequency (fi)" column is then summated, one line at a time in sequence,
and inserted in the "Cumulative Frequency-Number" column (e.g., 1 + 2 = 3;
3+ 14 =17, etc.). Similarly, the "Relative Frequency" column is added
one line at a time in sequence and inserted into the "Cumulative Frequency-
Relative" column. These values, converted to percentages, are plotted
against the boundary values to develop the graph shown in Exhibit 3-16.
Any percentile can be determined by inspection from this graph. For
example, the first quartile (25th percentile) can be determined by inspection
to be approximately 39 mph, the median (50th percentile) is 43 mph, and
the 85th percentile is 47 mph.
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STEP 14. Schedule Improvement ‘
Steps 14 and 15 taken together form th_ implementation phase. This phas
begins after assurances have been made that the "Before" data are acceptable.
Prior to starting this phase, it would be useful to look over what has been
accomplished and to be assured that the project has all information and materials

_Jr improvement implemention.

The first step consists of two activities, scheduling and implementing
the improvement. While there is no hard and fast rule for when the improvem: t
should be implemented, it is recommended that the application begin as soon
as possible after the "Before" data are collected and the improvement developed
to reduce the possibility of changes over time. Figure 3-5 shows the Step 14

flow.

SUFFICIENT?

NO

COLLECT
ADDITIONAL
DATA

l

SCHEDULE
IMPROVEMENT it
APPLICATION

Sl

APPLY
IMPROVEMENT

{

TO STEP 15

Figure 3-5.
Flow. Step 14 - Schedule Imoravamant
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STEP 15. Allow for 4rrlimation

»1e Step 15 task depends, to a large extent, on the implementation and
acclimation time period, between "Before" and "After" data collection phases.
If the acclimation portion is relatively short, then all that generally is
required is to allow the time to pass. I[f the total time period {including
implementation) is long (greater than 1 year), or if changes over time may
occur, then site monitoring will be required and applicable controls, specified
in Step 5, should be applied.

When site monitoring is deemed necessary, such things as volume changes, new
construction, or traffic pattern shifts should be watched. If changes are
occurring, or about to occur, their effects should be gauged and a determination
made as to whether the acclimation portion should be modified, shortened or
terminated. The strategies in Step 5 (Table 2-8) will serve as a guide. In
any event, all changes must be documented.

Figure 3-6 shows the Step 15 flow. A sample Acclimation Assessment
form is shown in Exhibit 3-17.
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SURVEILLANCE > TO STEP 16
~_ NEEDED? I
TO STEP 16

Figure 3-6.
Flow, Step 15 - Allow for Acclimation
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STEP 16, Porfowm Dpe-Natg Mollactinn (WAfte-!" Phace}

The basic assumption upon which the evaluation is based (given a Before/
After design) is that the only thing about the site to change is the improvement.
Therefore, the "After" phase must be comparable to the "Before" phase. As
a matter of fact, the most important consideration in the post-implementation
phase, irrespective of which evaluation design is used, is to assure comparability
with "Befor ' conditions. With this in mind, the primary task in Step 16
is to perform those pre-dal collection tasks required to assure that "After"
data are collected in a manner as close to "Before" data collection as possible.

The first Pre-Data Collection ("Aft -" phase) activity is to assess
all aspects of the evaluation to determine whether and what changes to the
Evaluation Plan are required for the "After" phase. Hopefully, nothing will
have transpired in either the “Before" data collection step or the implementa-
tion and acclimation period that would necessitate changing the "After" data
collection plan. However, it is possible that changes in cond :jons, equipment,
personnel or site characteristics will have occurred. If so, these changes
must be reflected in the "After" Data Collection step to maintain comparability.

Even when no major changes have occurred, there usually are a number
of routine procedures or minor changes requiring some pre-data collection
activities. For example, new or different equipment may be used, requiring
scheduling and procurement. In addition, recalibration may have to be scheduled
or additional comparability checks made. In a similar manner, new data collec-
tion personnel will requir training. Retraining of original project personnel]
may also be required in the normal course of events. The same is true for
forms, coordination, or procedures. Any of these factors, be they due to
major changes, minor changes, or routine procedures, may also ecessitate
pilot testing. If such is the case, details of the pilot tests must be worked
out and the tests conducted prior to collecting "After" data.

Tr_ St_p 16 flow is shown in Figure 3-7. Prior to Step 17, personnel
should 1 11 out a Pre-Data Collection form such as the one shown in Exhibit 3-1.
They should also review all logs, the "Before" data collection results and
the acclimation surveillance results in order to make all necessary modifications.
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STEP 17. Collect "p¥ter" Data

The Step 17 activities are essentially identical to those of Step 12.
That is, equipment, personnel, forms, etc., are assembled, data are collected
using appropriate sampling technigues, and data quantity and quality are
assessed. The Step 17 flow is presented in Figure 3-8.

An additional task in the "After" data collection step is to assure
comparability. Basic environmental and traffic stream characteristics should
be assessed, and a determination n ie that "Before" conditions are essentially
replicated. If deviations are found, project personnel should attempt to
modify the "After" data collection step, e.g., by delaying data collection
or adjusting other aspects. If comparability still cannot be achieved, then
unavoidable instances of noncomparability must be documented and their effect
on the overall evaluation determined.
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STEP 18. Redvre and Soqpaviza HAF+ard Oata

The final step in the post-implementation phase, shown in Figure 3-9, is
to reduce and summarize the "After" data. This step is the same as Step 13.
Personnel should use the same forms and develop the same descriptive statistics,
so that comparisons can be made in the Results Assessment phase.

DESCRIPTIVE
STATISTICAL
TECHNIQUES

REDUCE
“AFTER"
DATA

!

APPLY
APPROPRIATE
DESCRIPTIVE
STATISTICAL
TECHNIQUES

SUMMARIZE

“AFTER"
DATA

-

TO STEP 19

Figure 3-9.
Flow, Step 18 - Reduce &..1 Summarize ‘‘After’’ Data
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ASSESSMENT OF RESULTS

This phase of the evaluation process marks the culmination of the effort,
where all aspects of the procedure are gathered together and an assessment
made of the results. While the effectiveness determination rests largely
on whether the differences in the data are statistically significant, there
are other factors that are considered. One of these is whether the results
are practically significant. Another is whether the evaluation was conducted
properly. The last is to determine whether conditions or events beyond the
control of the evaluator may have led to spurious effects.

As in the planning of the evaluation, it is recommended that users unfamiliar
with statistics obtain the services of a statistician to aid in performing
the statistical tests and interpreting the results. It may also be useful
to enlist the assistance of an individual who is knowledgeable in highway
engineering economy when an economic evaluation is appropriate and when such
knowledge is not possessed by the evaluator.

Overview

Figure 4-1 presents a functional flow of the steps used to assess the
results of the evaluation. A1l phases of the evaluation process input into
this task. The Evaluation Plan provides information relative to what tests
of significance to use, and what level of significance to test to. The Collec-
tion of Evaluation Data provides the "Before" and "After" data used to make
the comparisons to test for significance. If the results are found to be
statistically significant, then practical significance is evaluated. The
final step involves forming conclusions and recommendations and reporting
the findings. Continuity of steps is continued in this phase, with the first
step beginning at Step 19.

4-1



VALUATIO!
PLAN

iy

r -

“BEFORE" - ASS 3S EVALU,...ON
DATA RESULTS REPORT
_.___.».
“AFTER"
DATA
STEP 19

Result Assessment - Functional . .ow

SUMMARIZE AND
COMPARE MOE's

{

STEP 20

Lo._3AMINE
STATISTICAL
SIGNIFICANGE

Y

STEP 21

DETERMINE
PRACTICAL
SIGNIFICANCE

—

b

REPORT FINDINGS
AND
RECOMMENDATIONS

—

] .gure 4'1.

4-2



STEP 19. Summarize and Compare Traffic and System Performance MOE's

Prior to applying applicable tests of significance, a necessary first
step is to summarize "Before" and "After" data, tabulate it for comparison,
and determine differences in the MOE's. This information provides an indica-
tion of the magnitude of the difference, and thereby aides in assessing the
practical importance of the improvement. The comparison is also used to
formulate conclusions and recommendations.

Figure 4-2 shows the Step 19 flow. Data used for MOE comparisons comes
from Step 13 (Reduce and Summarize "Before" Data) and Step 18 (Reduce and
Summarize "After" Data). This step discusses Traffic and System Performance
MOE's. Accident summaries and comparisons are discussed in Step 19A,

"BEFORE"
DATA

ASSESS
DATA
FOR
DIFFERENCES

1

TABULATE
DATA FOR
COMPARISCN

Y

COMPARE
DATA

|

TO STEP 20

Figure 4-2.
Flow. Step 19 - Summarize and Compare MOE's
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In developing summaries and comparisons for Traffic and System Performance
MOE's, the assumption is made that since the time period between the "Before"
and "After" data collection period is short, in most instances changes in
volume will not affect the MOE. In addition, because most categoried MOE's
are rate related, minor changes in volume will be washed out by "Before”
and "After" MOE's being expressed in the same volume units. For continuous
MOE's such as speed, small volur changes should not have enough of an effect
on the mean to make a difference, although volume changes may affect variance.
Finally, since major volume changes will adversely affect comparability,
such changes should have been noted and taken into account in Steps 16 and 17.

In Step 19, the descriptive statistics developed in Steps 13 and 18
are used to summarize "Befor ' and "After" data and to make comparisons of
the differences. Generally, both the magnitude of the differences and t
percentage changes are useful statistics to develop.

Exhibit 4-1 provides a form to use with categorical data. A formula
for calculating the percent change for rate-related MOE's is presented on
this form; where (ER) = Expected rate at the project or control site if the
improvement was not made, and (AR) = "After" MOE rate. Since the assumption
is made that the "Before" MOt rate would not have changed if no improvement
were made, (ER) equals the "Before" project or control site rate. In the
example shown, the "Before" project erratic maneuver rate is 47 erratic maneu-
vers per 1,000 vehicles, and the "After" project erratic maneuver rate is
28 erratic maneuvers per 1,000 vehicles. This yields a 19 erratic maneuver
per 1,000 vehicle reduction. Substituting the data in the formula, this
reduction represents a 43% change.

Other comparisons which can be made are in the form of contingency tables
comparing both categorical (Exhibit 4-2) and continuous (Exhibit 4-3) MC™'s.
Graphic comparisons are also often made for categorical (Exhibit 4-4) and
continuous (Exhibit 4-5) MOE's.
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Step 19A. Summarize and Compare Accident MOE's.

Appendix B presents the procedur to use when summarizing and comparing
accident MOE's. Because there is a long data accumulation period following
the "Before" phase, and because accident MOE's are sensitive to changes in
traffic volume, it will be necessary to estimate the expected MOE values
prior to testing for significance. The expected value is derived differently
for each plan (evaluation design). It also depends on the nature of the
data (i.e., whether it is frequency-related or rate-related). Finally, it
depends on the characteristics of the MOE over time.

The procedure to follow is to first prepare a summary table for all
data, then to calculate the percent change in the MOE by selecting the appro-
priate plan and applying the appropriate formulas for either freguency or
rate-related MOE's. The expected values of the MOE's are estimated using
a linear regression technique if the yearly values of the MOE follow an in-
creasing or decreasing trend. If the MOE values follow a horizontal trend,
or are widely dispersed, the mean value of the MOE over the entire analysis
period is used for the expected MOE estimation. The reader should refer
to Datta et al. (1978) for a full description of the procedure. Appendix B,
taken from that report, contains the needed formulas.

The following examples have been taken from Datta et al. (1978).

Comparison of MOE's ''=ing the Before-After with Control Site - A highway
safety project site consists of a two-lane, 2-mile long highly traveled roadway

section with a number of sharp curves. A majority of accidents at this site
during the "Before" period were of the "run-off-the-road" type. The safety
project implemented at this site included straightening these curves through
major reconstruction. The entire section was then edgelined.

A single control site was identified by the evaluator prior to project
implemention and the Befnre-f¥+or with Contrnl Sit~ plan was used. The ot :c-

tives of the evaluation were to determine the effect of the project on total
accidents, total run-off-the-road (ROR) accidents, total fatal and total
personal injury accidents. The MOE's are rat -related and reflect the percent
change in each of the objectives. The ¢ :a summary table for this project

is shown in Exhibit 4-6.
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The data were plotted, and it was determined that there was no trend
in the accidents over time. Therefore, the regression analysis technique
was not selected.

For illustrative purposes, only total ROR accidents are considered.
The expected value and the percentage change in the total ROR accident rate
are calculated below:

Er= Bpr (Acr/Ber)

Where:

E,= Expected rate-related MOE

oo
n

PR "Before" period MOE rate at the project site

p o
1]

"After" period MOE rate at the control site

(==
1

= "Before" period MOE rate at the control site
Substituting into the above equation:
ER = 3,05 (2.23/2.99)

= 2,27 ROR accidents/million vehicle-miles

and
App = "After" period total ROR accident rate
at the project site

= 1.90 accidents/million vehicle-miles.

Percent Change = ((ER - APR),—.t)loo

((2.27 - 1.90)/2.27)100

16.3% decrease in accidents/million

vechicle-miles of travel,
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Exr :ted "Before" accident frequencies were calculated using the following
equation:

3 Ep X ("After" Project Exposure)/lo6

m
n

F Expected "Before" accident freguency

m
n

Expected rate-related MOE if the improvement had not been made.

The expected 3-year "Before" accident frequency for ROR accidents was
calculated using the appropriate values from the above sample calculations
and Exhibit 4-6.

m
It

2.27 x 4.74 MVM
10.8 ROR accidents for 3 years.

Similar calculations should be performed for the remaining data contained
in Exhibit 4-6 to determine the percent change for each data variable entry
and the expected "Before" accident frequency.

Comparision of MOE's Using the Before-After - On the northbound approach
of a high volume signalized intersection near a steep downgrade, a large

number of rear-end accidents were observed during the "Before" period. The
safety project implemented at this site consisted of increasing the amber

time by two seconds and installing advance warning signs. It was not possible
to ic 1tify control sites for this project and the Before-After plan was

< lected. The purpose of the project was to reduce rear-end accidents and
severity of accidents at the intersection. The evaluation objectives were

to determine the effect of the project on total rear-end, total fatals and
total personal injury accidents. The data summary table for 3 years of data
for this example is shown in Exhibit 4-7,
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For illustrative purposes, only personal injury accidents are considered.
The expected value and the percent change in the personal injury accident
rate, using the injury accident rates shown in Exhibit 4-7, is shown below:

ER = BPR = 3.80 personal injury accidents/MV

ER = Expected rate-related MOE if the improvement had not been made

f = "Before" period MOE rate at the project site
and
_ (Ep A E
Percent Change = ("R -"PR)/"R 100
Where:
APR = "After" period MOE rate at the project site = 1.22 personal injury
accidents/MV
= (3.80 - 1.22)/(3.80)(100)
= 68% decrease in personal injury accidents/MV.
Expected "Before" accident frequencies were calculated as follows:
EF = ER x "After" Project Exposure/lO6
Where:
EF = Expected "Before" accident frequency
ER = Expected rate-related MOE if the improvement had not been made.

Substituting for the injury accident MOE, the expected 3-year "Before"
injury accident frequency was calculated as follows:

E

3.8 x 11.5 MV
43.7 injury accidents for 3 years.

F

The percent changes and expected "Before" frequencies were similarly

calculated for the remaining accident types.
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STEP 20. Determine Statistical Significance

The primary determination of the effectiveness of the project is based
on whether or not the results of the evaluation achieve statistical significance.
Statistical significance is esteblished by testing the differences between
the "Before" and "After" data and determining the probability of the results
being due to chance. If it can be established that the confidence in the
results not being due to chance is equal to or greater than the established
acceptance value, then the results are deemed significant. Once tt t ;its
to be used have been established and the confidence level to be tested to
determined, then the actual testing is simply a matter of 1serting values
into a figure or formula and reading results from the figure or a significance
table. Since the rationale for seiecting a test and confidence level has
been discussed in the Evaluation Plan section, this section will focus on
how to apply the various tests.

While there are a number of statistical tests which can be used to test
for significance, five basic tests are recommended to assess most raluation
results. These tests, Poisson, t, F, Z, and Chi Square, are presented in
Steps 20A through 20E. In addition, while these tests can be applied at
any confidence level, 80% (.20), 90% (.10) and 95% (.05) are the most likely
to be used. Accordingly, all examples are limited to these five tests and
three levels. Figure 4-3 shows the Step 20 flow.
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STEP 20A. Poisson Distribution Test
The r .ommended test to use to determine whether reductions in accident

MOE's are significant is the Poisson Distribution test. This test is based

on the premise that accidents are rare events that are distributed in accor-
dance with the Poisson Distribution (a special case of the binomial distribution
where the probability of any event is extremely small).

Because accidents assume a Poisson Distribution, differences between
the average number of accidents of two samples, for example "Before" accidents
and "After" accidents, randomly selected from a common distribution, will
have known characteristics which can be defined by a given Poisson Distribution
curve. If it can be concluded that the "Before" and "After" results are
from different distributions, then it can be assun 1 that the improvement
had an effect on the accident experience at the site. When it is found that
the differences ai  from the same distribution, it is assumed that the improvement
had no effect. This determination is made by entering ..e differences on
the curve for the selected confidence Tevel and seeing whether or not the
results fall above {i.e., a different distribution and therefore significant)
or halayw (i.e., the same distribution and therefore not significant) the

curve.

A 3-year "Before" and 3-year "After" data collection period is recommended,
since it is necessary to accumulate data over a multi-year pericd to use
the Poisson test. This also achieves a larger data base which might otherwise
not be forthcoming, particularly at sites with Tow traffic volumes. The
nature of the Poisson curves is such that the percentage reduction in accidents
needed to obtain significant increases as accidents at a site decrease.
Thus, if the number of "Before" accidents at a site is low to begin with,
then the percent change in :cic 1ts in the "After" phase will have to be
high.
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Exhibit 4-8 provides an example, taken from Datta et al (1978), illustrating
how the Poisson Distribution test is appli . The example involved the install-
ation of guardrail to shield roadside obstacles. A high confidence level
of 95% was felt to be justified.

The expected "Before" accident frequencies for the 3 years and the percent
change in each MOE category were first tabulated in the appropriate columns
in the form shown in Exhibit 4-8. To illustrate how the required percent
reduction column is developed, the example was worked out for "total accidents."
The Poisson curve shown on page 2 of the exhibit was entered on the horizontal
axis with the expected 3-year "Before" total accident freguency (176.6).
Reading the vertical axis at its intersection with the 95% curve yields the
required percent reduction of 12%. Since the observed change of -1.4% was
less than the required change, the change was not significant. A1l categories
were similarly calculated, and none were significant at the 95% level.
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STEP 20B. t Test

The recommended test to use to evaluate whether reductions in continuously
distributed parametric MOE's, such as delay, lateral placement, passing distance,
spot speeds and time through intersections, are significant is the t Test.
TF t Test is based on a sampling distribution referred to as the t distribution.
The t distribution is the ratio of the mean (average) of a distribution of
samples to the standard error of the sampling distribution. For example,
if one were to take a number of samples of spot speed and find the average
value of each sample, and then form a distribution of these average values,
a distribution of samples of spot speeds would be derived. The average value
of that distribution would be the mean of the distribution of samples of
spot sf ds. The standard error is a measure of the amount that the mean
valt of the statistic, in this case spot speed, may be expected to differ
by chance from the true value of the statistic.

Since t is determined by the ratio of a statistic to its standard error,
and the standard error is determined by the sguare root of the ratio of the
standard deviation to the sample size minus one, t is sensitive to the number
of observations in the sample. There are an infinite number of t distributions
possible, from a sample size of 1 to infinity. However, when the number
of observations exceeds 30, all t distributions are essentially the same.

When it can be shown that the probability of a difference between "Before"
and "After" results occuring by chance is low (based on a preselected acceptance
criterion), then it can be concluded that the improvement had a significant
effect on the MDE, If, on the other hand, a difference can be shown to be
attributed to chance, then it can be concluded that the improvement had ro
significant effect. In interpreting t, a guantity called Agrveac nf fraadam
is used. "Degrees of freedom" is expressed as the number of observations
minus the number of calculations us | to estimate a particular statistic

(sample size minus two).
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Significance is determined by calculating the ratio of the difference
in the MOE to the standard error and seeing whether this ratio falls above
or below the t value needed for significance (for the appropriate degrees
of freedom at the preselected confidence level). The t values are contained
in a standard t table. If the ratio is equal to or greater than the value
in the table, then it is concluded that the results ar significant. If
the ratio is less than the value in the table, the results are not significant.

A t Test example is presented in Exhibit 4-9. In this example, edge
markings and speed advisories are applied to a rural two-lane road. The
difference in "Before" and "After" mean speed is evaluated at an 80% confidence
level (See Exhibit 3-8 for the "Before" data summary).

The mean "Before" speed (42.3 mph) and standard deviation (4.5 mph) and
the mean "After" speed (39.6 mph) and standard deviation (4.5 mph) are inserted
in the formula, yielding a t value of 5.8. "Degrees of freedom" are calculal |
as 375. This value is greater than 60 and is interpreted as "infinity." The
critical t value (0.84) is found in the table on Sheet 2 at an 80% confidence
level and infinite degrees of freedom. The calculated value (5.8) is compared
to 0.84, and since it is larger, the results are significant.
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Page of
t TEST
VALUES OF t
Levels of Confidence
Degrees of

Freedom 80% 90% 95% 99%
1 1.38 3.08 6.31 31.82
2 1.06 1.89 292 7.00
3 0.98 1.64 2.35 4,54
4 0.94 1.53 213 3.75
5 0.92 1.48 2.02 3.37
6 0.91 1.44 1.94 3.14
7 0.90 1.42 1.90 3.00
8 0.89 1.40 1.86 2.90
9 0.88 1.40 1.83 2.82
10 0.88 1.37 1.81 2.78
11 0.88 1.36 1.80 272
12 0.87 1.36 1.78 2.68
13 0.87 1.35 1.77 2.65
14 0.87 1.35 1.76 2.62
15 0.87 1.34 1.75 2.60
16 0.87 1.34 1.75 2.58
17 0.87 1.33 1.74 2.58
18 0.86 1.33 1.73 2.55
19 0.86 1.33 1.73 254
20 0.86 1.33 1.73 2.53
21 0.86 1.32 1.72 2.52
22 0.86 1.32 1.72 2.51
23 0.86 1.32 1.71 2.50
24 0.86 1.32 1.71 2.49
25 0.86 1.32 1.71 2.49
26 0.86 1.32 1.71 2.48
27 0.86 1.31 1.70 _2.47
28 0.86 1.31 1.70 2.47
29 0.85 1.31 1.70 2.46
30 0.85 1.31 1.70 2.46
40 0.85 1.30 1.68 2,42
50 0.85 1.30 1.67 2.39
60 0.85 1.29 1.66 2.36
% 0.84 1.28 1.65 2.33

Exhibit 4-9.
(Continued)
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STEP 20C. F Test

The recommended test to use to determine whether a reduction in the
variability (as measured by the standard deviation) of continuously distributed
MOE's such as speed variance and lateral placement variance is the F Test. ..ae
, test is based on a sampling distribution referred to as the F distribution.
F is the ratio of the two variances that correspond to the "Before" and "After"
standard deviations. Variance is a measure of dispersion which indicates
the extent to which each individual measure differs from any other measure
in a given sample. It is obtained by squaring the standard deviation. The
larger variance is compared to the smaller variance. If their ratio is 1.00,
then the two variances are equal. The greater the difference in the variance,
the larger the ratio. When this ratio exceeds a critical value for a given
confidence level, then the difference in the variance is significant, indicating
that the difference in the standard deviations is also significant.

To compute F, "Before" and "After" variances are each calculated. The
larger variance, which could be either the "Before" or "After" variance, is
then divided by the smaller variance and an F ratio obtained. F is interpreted
in terms of degrees of freedom. For the F statistic, degrees of freedom equals
the number of measures in the sample minus one. Degrees of freedom are calculated

for the larger and smaller variances. The ratio is then looked up in an
appropriate table for the preselected confidence level {F values do not exist
for an 80% confidence level). The degrees of freedom of the larger variance
(numerator or column) and the smaller variance (denominator or row) are used to
find the critical F value for significance in the appropriate table. If the
computed ratio is egual to or greater than the critical value in the table,

the difference in variance is significant. If the value js less than the
critical value, then the results are not significant.
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An  amp  of how F is calculated is shown in Exhibit 4-10. This example
presents data for an urban signal timing project. Differences in speed variance
are evaluated at the 90% confidence level (see Exhibit 3-9 for the "Before"
data summary).

The "Before" standard deviation (4.18) is smaller than the "After" standard
deviation, so it is squared and inserted in the denominator of the F formula.
The "After" standard deviation squared becomes the numerator. The degrees
of freedom for both varianc ; is 13. However, given the tab  constraints,

12 degrees of freedom is used for the numerator. Using these values in the
90% Confidence Table, it is seen that an F of 2.10 is required for significance.
Tt obtained value of 1.28 is, therefore, not significant.
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STEP 20D. 7 Test

The recommended test to use to determine whether reductions in traffic
conflicts and erratic maneuvers {where the number of observations equals
or is greater than 30) is significant is the Z Test. The 7 Test is a test
which is based on the assumption that the distribution of the MOE approximates
a normal, bell-st jed one. If the data is converted to standard scores (a
standard score is one using as its units the standard deviation of the ML.)
called Z scores, then the critical value for significance can be determined
directly from the normal distribution for any appropriate confidence level.

Since the number of events must equal or exceed 30 to use the Z Test
(Chi Square, described in Step 20E, is used for less than 30 events), it
is not necessary to compute degrees of freedom. .e critical value is obtair |
directly from the Z table for any confidence = /el of from 80% to 99%. Once
Z is computed, it is evaluated in the same manner that t and F are interpreted.
That is, if the computed Z value is equal to or greater than the critical
table value, then the results are significant; if not, then the results are

not significant.

A 7 Test example is shown in Exhibit 4-11. This example is for a
diagrammatic guide sign improvement at a left hand exit. Differences in
erratic maneuvers are evaluated at the 80% level.

The "Before" erratic maneuvers (71/1,000) and "After" erratic maneuvers
(30/1,000) are used in the formula to compute a Z of 3.2. This value, at
an 80% confidence level, exceeds the 0.842 required for significance. The

improvement is, therefore, significant.
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STEP 20E. Chi Square Test
Chi Square is the recommended test to use to determine whether reductions

are significant for: Brake applications, conflicts with small sample sijze

(less than 30); delay (when a t Test cannot be used); encroachments; erratic
maneuvers with small sample size (less than 30); lane changes; lateral placement
(when scored categorically); merges; passing frequency or type; points of

entry; speed profiles; and any other MOE which is scored by category or when
sample sizes are small or when parametric assumptions cannot be met. As

such, Chi Square is a general purpose test with wide application. In fact,

Chi Square could be used to test for significance for any OE.

Chi Square provides a means of estimating whether the obtained result
differs from what would be expected if no improvement were made to such a
degree that nonchant factors, i. , the improvement, can be judged to be
operative. Thus, if it is possible to get a large enough deviation based
on a predetermined confidence level, the results are deemed significant.

This is determined by calculating the Chi Square value and comparing it to
the critical value in a Chi Square table. Chi Square is evaluated at a given
confidence level for a calculated number of degrees of freedom. Significance
is achieved when the calculated Chi Square value exceeds the critical table

value.

To use Chi Square, the data must be tabulated. In general, the data
will be tabulated in a contingency table. A contingency table is a two-way
table showing the frequency of occurrence of the events or categories as
indicated by the horizontal rows and the "Before" and "After" results as
indicated by the vertical columns. The contingency table also serves to
compute the degrees of fre lom. When Chi Square is computed from a one-
dimensional set of n categories, the degrees of fr 2dom equals the number
of categories minus one. When Chi Square is computed from a cross-tabulation
of r rows and c columns, the degrees of freedom equals rows minus one tin ;3
columns minus one. The latter case is one that generally will not be used,
since the basic Chi Square calculations will be for "Before" and "After"
data in a contingency table. Note that the degrees of freedom are calculated
on the basis of the number of categories rather than data points.
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In Exhibit 4-12, a Chi Square example is presented for an urban intersection
project. The project involved adding a right turn arrow and pedestrian signais.
The MOE was traffic conflicts, which were tested at the 80% confidence level.

The "Before" (fo) and "After" (fh) values are inserted in ti table
and differences are determined and squared. The squared values are divided
by the "After" values and this column is summed to yield a Chi Square value
of 17.30. Note that volume corrections must be used to insure that the total
of fo and fh are zero. It is also important to note that fo-fh must equal
zero, The degrees of freedom is determined to be 7. Referring to the table
on page 2, with 7 degrees of freedom and an 80% confidence level, a Chi Squar«
of 7.80 or greater is required. Since the computed value of Chi Square is
17.30, the results are significant.
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Page = of
CHI SQUARE
CHI SQUARE
Levels of Confidence
df 80% 90% 95% 99%
1 1.64 271 3.84 6.64
2 3.22 4.61 5.99 9.21
3 4.64 6.25 7.82 11.34
4 5.99 7.78 9.49 13.28
5 7.29 9.24 11.07 15.09
6 8.56 10.65 12.59 16.81
7 9.80 12.02 14.07 18.48
8 11.03 13.36 15.51 20.09
9 12.24 14.68 16.92 21.67
10 13.44 15.99 18.31 23.21
11 14.63 17.26 19.68 24.72
12 15.81 18.55 21.03 26.22
13 16.99 19.81 22.36 27.69
14 18.15 21.06 23.68 29.14
15 19.31 22.31 25.00 30.58
16 20.47 23.54 26.30 32.00
17 21.62 24.77 27.59 33.41
18 22.76 25.99 28.87 34.80
19 23.90 27.20 30.14 36.19
20 25.04 28.41 31.41 37.57
21 26.17 29.62 32.67 38.93
22 27.30 30.81 33.92 40.29
23 28.43 32.01 3517 41.64
24 29.55 33.20 36.42 42,98
25 30.68 34.38 37.65 44.31
26 31.80 35.56 38.88 4564
27 32.91 36.74 40.11 46.96
28 34.03 37.92 41.34 48.28
29 35.14 39.09 42 56 49.59
30 36.26 40.26 43.77 50.89

Exhibit 4-12.
(Continued)
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STEP 21. Determir= Practi~=1 Significance

During this step, all aspects of the evaluation are assessed in order to
determine whether the improvement has achieved the objectives, or in cases where
the objectives have not been achieved, why they were not met. In addition,
evaluation results are further interpreted to obtain an indication of the
degree to which objectives have been achieved. Finally, consideration is
given as to what course of action to follow on the basis of the project results.

The outcome of the statistical tests yields the primary indication of
the achievement of objectives. Obviously, results that are statistically
significant are most likely to have achieved the project's objectives. Once
it has been determined that the results are significant at a preselected
level, it is acceptable to test the data for significance at a higher level.
Since the higher the confidence level tested to, the more confidence that
the results ar not due to chance, it may be useful to test at a higher level
during this step. Although achievement of significance does not automatically
assure that the results are due to the improvement, close adherence to the
steps in this procedure as well as statistical significance greatly enchances
the conclusion that the improvement has achieved its objectives.

Further evidence of the degree to which the project objectives have been
achieved can be obtained by examining the size and assesing the meaningfulness
of the differences. This is accomplished by comparing the magnitude of the
differences between "Before" and "After" MOE's to determine the extent to
which tt problem was reduced, and by assessing whether this reduction has
any "real-wor1d" significance. While any significant reduction in accidents
is meaningful, there are a number of traffic and system performance MOE's
where this determination is not as clear cut. Often small differences with
little practical importance may achieve statistical significance, particularly
if the sample is large. For examp . a 1/2-inch shift in lateral position
or a 1 mph reduction in spot speed may t statistically significant, while

not being practizally ciqnifi~=nt

Practical significance is, thus, an important consideration in the over _I1
project assessment. Results must be meaningful and useful. To determine
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practical significance often reguires engineering judgment in assessing the
size of the change vis a vis a number of factors such as the cost of the
project and the ideal speed and path regquired. Usually, close adherence

to a systematic procedure of problem analysis and solution development helps
assure practical significance.

Another assessment that can be made, data permitting, is an economic
assessment of the cost-benefit, cost-effectiveness, or energy savings of
the improvement. This should only be considered if the results have achieved
statistical significance, and when a monetary value can be placed on the
improvement. This often limits an economic analysis to accident MOE's and
time-related MOE's such as delay. The reader is referred to Datta et al.
{1978) for suitable procedures, or to a standard highway engineering economy
text, such as Winfrey (1969) or AASHTO (1977). Energy efficiency can t
ass s;sed using the methods contained in Dale (1980},

When the results are found to be both statistically and practically
significant, there are a number of possible courses of action to follow.
The most obvious is to leave the improvement in place. In addition, if there
is a State or local file of successful improvements, the improvements should
be incorporated into the file for future use. If there are similar problem
locations, the improvement will be a candidate for immediate implementation.
Finally, a report should be prepared outlining the results of the evaluation.

In cases where the results were not statistically and/or practically
significant, project personnel should try to assess all aspects of the evalua-
tion to see why the project objectives were not achieved. There is always
the possibility that the improvement was not properly designed or applied,
or that the evaluation was not properaly conducted. There may have been
an intervening change that invalidated the results or some other factor that
is not readily apparent. If negative results were attributable to a flaw
in the evaluation, consideration may be given to rerunning it. It may only
be necessary to make minor changes and partially reevaluate or, in extreme
cases, the project may have to start from scratch.

Figure 4-4 shows the Step 21 flow.
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STEP 22. Report Findings and Recommendations

The final step in the evaluation is to gather information from all steps and
prepare a final report. The report provides information about the effectiveness
of various traffic operations, safety, and Positive Guidance improvements. It
also serves as valuable documentation for future activities.

Since evaluation reporting is used as feedback to improve the decisionmaking
process, the report should document all relevant aspects of the improvement
development, evaluation activities, and recommendations and conclusions regarding
present implementation and future applications. It should contain sufficient
details, including site and engineering diagrams, to enable others to assess
the applicability of the improvement to their particular problem location.

A1l reports should provide graphic presentations of “Before" and "After"
information system treatments, statistical facts and figures, and critical
results.

A11 formal reports should follow a standardized format. An example of a
suitable format is shown in Exhibit 4-13. The extent to which the report is
published and distributed is often a function of the State or local jurisdiction's

procedures as well as the overall importance of the project.

The Step 22 flow is shown in Figure 4-5,
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REPORT FORMAT

Executive Summary:

Summary of project performance;

Summary of successes, failures, unexpected impacts,
and probable causes;

Recommendations for project improvement;

Quantifiable support for conclusions.

Introduction:

Project name;

Project overview and improvement type(s);
Funding level and period;

Key project personnel,

Identification and Problem Discussion:

Site diagrams;

Problem identification;

Problem discussion;

Project appropriateness discussion;
Opintons.

Administrative Evaluation of the Project:

Initiated and completed activities;
Personnel involved;

Time schedule;

Costs.

Project Effectiveness tvaluation:

Methods used, including

Evaluation Design (i.e., purposes, objectives, MOE,
Evaluation Plan, etc.);

Data collected;

Data collection and reduction procedures used;

Detailed project results relative to achievement
of objectives;

Detailed project impact statement;

Problems encounter | in the overall evaluation.

Conclusions and f :ommendc. ons,

Exhibit 4-13. Evaluation Report Format

4-38



PREPARE

FINAL
REPORT - —
EVALUATION
REPORT
FORMAT

/—

DETERMINE
FORMAT

DETERMINE
CONTENT

FORMULATE
CONCLUSIONS
AND
RECOMMENDATIONS

}

DETERMINE
REPORT
DISTRIBUTION

PRODUCE
AND
DISTRIBUTE
FINAL REPORT

Figure 4-5.
Fiow, Step 22 - Report Findings and Recommendations
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GLOSSARY OF TERMS

8rclimation - The period of time needed by repeat drivers to become accustomed
v the improvement. The time period between the application of an improvement
and the collection of "“After" data.

Actuarial - A data collection method based on historical records that states
relationships in terms of frequency of occurrence.

"After" Data - MOE data collected following application of an improvement
and suicable implementation and acclimation period. "After" data are used
in comparison with MOE data collected prior to an improvement to test for
significance.

pmalinrate - To improve or make better. While problems often are not "solved,"
Tmprovements can lessen their adverse safety or operational effects.

Apprrnriateness - The suitability of a project's objectives and the measures
useu vu evaluate an improvement.

Arithmetic Summaries - A way to summarize data in terms of several quantitative
measutes, generaliy relating to central tendency and dispersion.

A<<umptians (Test) - The logic underlying tests of significance. Parametric
lcaus axasume that the data are distributed in accordance with the normal
distribution. Nonparametric tests are distribution free.

"Refore" Data - MOE data collected prior to the application of an improve-
wment.  oefore" data are compared with "After" data to test for significance.

Binomial Distribution - An algebraic expression taking the form (p + q) or N
(p - g). A binomial distribution is the binomial raised to a power (p + g) .
The Poisson distribution is a special case of the binomial distribution.

jori~=] - Data that is assigned to classifications based on qualitative
rawner lnan quantitative differences.

Central Tender~v - A value calculated from a set of randomly drawn measures
wiich represenus the typical value of the data set.

Chi_Square - A general purpose nonparametric test of significance for use
with categorical data. Chi Square estimates whether an obtained distribution
is sufficiently different from an expected distribution to indicate that
nonchance factors are operative.

Crmparability - Insuring that all "Before" and "After" data collection condi-
tiuns, equipment, personnel and procedures are essentially the same so that
the only aspect of the site to change is the application of an improvement.

Concomitant - A benefit that accompanies another benefit, with or without

a causal relationship existing.
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Conflict - An evasive action (as evidenced by a brake 1ight application or
lane change) or traffic violation (as evidenced by an infraction of an existing
traffic regulation).

Cantingency Plans - Alternative plans made in case such unexpected things
as vrarfic accidents, adverse climatological conditions, equ ment failure
etc., occur in the course of data collection.

Contingency Table - A two-way table showing the freguency of occurrence of
classes or categories (horizontal rows) by "Before" and "After" results (ver-
tical columns).

Conti~ous Variable - A guantitative attribute, measur 1 by a numerical scale
with a zero point, and capable of being infinitely subdivided.

Fantrol Site - A site that exhibits all the attributes of the site being
evaluated. The control site receives no improven 1ts, thereby enabling a
determination to be made whether there are changes over time occurring when
"Before" and "After" data collected at the control site are compared.

Correl=*inn - The relationship between two variables such that changes in
one variaule is accompanied by a corresponding change (positive or negative)
in the other.

fact_Ranafit Analysis - An economic evaluation where inputs are measured
i ouwutlar costs, and outputs are measured in terms of economic benefits of
an improvement compared to its costs.

fact_Lffactiveness Analysis - An economic evaluation where inputs are measured
in werms of project effectiveness and outputs are measured in terms of the
cost of achieving one unit of the measure of effectiveness.

Critical Ratio - The ratio of a statistic to its standard error. When the
results of a statistical test exceed this value {determined by the level
of significance and the degrees of freedom), the r ;ults are significant.

Data Set - All the data pertaining to the project, or collected during a
siny.e data collection period.

Degrees of Freedom - The numt ~ of observations minus the number of calcula-
tions usea .0 estimate a particular statistic.

Dependant Variable - The measure of effectiver ;s. A variable whose changes
are tested as being due to changes in one or more other variables {(called
the independent variable(s)).

Peeeriptive Statistics - Statistics used to organize and describe the sample
trun which they were uerived in a meaningful manner using tables, graphs,
and/or arithmetic summaries.

Diac~~<tic Measures - Those measures of effectiver :s which also serve to
diagnuse the causes of the problem.
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Distribution - A syst 1iatic way to group data in a meaningful way in terms
of frequency of occurrence.

Dignareinn - The extent to which measures differ from the central value.
Fmpivi~=] - Based on observation and investigation.

Erratic Manenvars - Deviations from an idealized trace through an interchange
or intersec.iun, given a particular destination.

Evaluation Plan - A comprehensive framework outlining all aspects of the
evaiudtion.

Experimantal Nesign - ..ue analytical framework for determining the effect
of the wwprovement on the measures of effectiveness.

Exposire - The quantity of vehicles, vehicle-miles of travel, or other volume
and/ur v me related factors which measure the degree of \ 1icular exposure
to a particular situation.

F Test - A parametric test used to determine whether reductions in variability,
as measured by variance, are significant.

Feasibility - The ability of an evaluator to perform a particular operation
or collcec a certain measure of effectiveness. Feasibility rests in the
availability of resources and the characteristics of the site.

Freguency - The number of occurrences of a particular measure of effective-
ness over a given time period (for example, accidents per year).

Frequency Nietwibutsinn - The number of times a g1ven value of a variable
occur. A ireyuenuy distribution can be graphic or in tabular form.

Genera'i-ability - The ability to reach a conclusion about a whole class
on the uasis of limited experience with a Timited sample of that class.

Grouping - The process of combining scores or measures into categories or
ranks.

Hazard Potential - Conditions or situations which are conducive to future
accidents.

Hazardous Maneuvers - Conflicts or erratic maneuvers with a high risk of
accident involvement.

Independent Variable - Characteristics of the environment or drivers. Changes
are not dependent on changes in the measures of effectiveness.

Inferential Statistics - Statistical procedures which enable evaluators to
go beyond the sample and estimate how close the sample is to the population.
Inferential statistics allow for forecasting and decisionmaking.
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Perrmantile ~ A score which divides a ranked distribution into groups or parts.
immere are 99 possible percentiles, ranging from lst to 99th. The score repres ts
a percentage of the total number of cases, such as 85th percentile speed.

Pilot Testing - A brief and simplified test to try out equipment, methods,
procedures, forms, etc.

Poisson Distribution Test - A test for the significance of accident and other
rare event data based on a special distribution called the Poisson distribution.
The test determines if the "Before" and "After" accidents come from the same
distribution.

Population - The entire amount of measures that define the universe of interest,
i.e., all the speeds, every driver, etc.

Practical Significance - The extent to which obtained results are meaningful
and us ‘ul.

Praricinn of Measurement - The amount of sampling error permitted. The more
precise wne measure, the larger the sample size.

Nualitative - A measurement which assigns a position of greater than or less
vian ur wnc existence of a quantity (e.g., erratic maneuver) without any
additional quantification.

Quantitative - A measure of a quantity that assigns a numerical magnitude
(e.q., miles per hour) to the quantity.

Random - By chance. Selecting a sample in such a way that every vehicle
0 w iver in the population has an equal and independent chance of being
included.

Rankinn - Arranging measures in an order according to a specific c¢crit ‘ia

s¢ unau each is greater (or smaller) than any other.

Range - A measure of dispersion encompassing the lowest and highest scores.
Rare Fwanrts - An occurrence such as an accident with a very low probability.
Rate - The number of occurrences of a particular measure of effectiveness
during a given time period divided by the degree of vehicular exposure over
the same time period (for example, erratic maneuvers per 1000 vehicles).
Regrassion, Linear - Computing the most likely value of one variable from

the known value of another by obtaining the line which best fits the means
of the columns and rows in a correlation chart.

Regression Toward the Mean - A situation where, when two measures are not
highly associated, then unusually high scores measured one time will tend
to be associated with average (mean) scores the next time.

Reliability - The ability of the measuring instrument to obtain similar results
each time the measurement is made.
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Repeatability - The ability of a measurement to be taken in the same or similar
way at successive times,

Replicate - To repeat an evaluation with no changes in any essential aspect
such as conditions, measures, equipment, and improvements.

Parvacantativeness - The ability of the conditions under which the data are
Curiccted to replicate the problem conditions.

Sample - A portion of the population which is representative of the population.
Sampling - The process of drawing a representative sample.

Sampling Distribution - A frequency distribution of samples.

Selection Bias - Choosing vehicles or drivers in such a manner as to favor
a particular group or to lead to a nonrepresentative sample.

Cinnifiranrmra Tac+in1—l - The prOCESS whereby differences IIBefOrell and "After"
an mpruvenente are compared to determine whether the result could have occurred
by chance.

Small Sample - A sample with less than 30 observations.

C~ot Improvement - An improvement applied to a location such as an interchange
ur intersection.

Spurious - Not a real result, but one which is similar to what might be expected
and which can be attributed to identifiable events or causes.

Stability - The ability of a measurement to remain the same whenever conditions
are repeated.

Stan”=+d Neviation - A measure of variability (dispersion) indicating how
spreau out the data area. The standard deviation is the square root of the
sum of the squared differences hetween a score and the mean, divided by the
number of scores in the sample,

Standard Error - An estimate, calculated from the standard deviation, of
wnc sampling error of the obtained statistic (such as the mean) from the
true population value.

Standard Score - A score using as its units the stanc_-~d deviation of the
v

Statis*i~al Significance - A judgment established on the basis of the probabil-
ity {level of significance) of results of an evaluation not being due to
chance.

Surr~~ate - A measure such as erratic maneuvers and conflicts used as a substi-
tute tor accidents.
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System Performance - Project objectives designed to improve operations of
the sysiem (e.g., traffic flow, delay). Also characterizes the measure of
effectiveness used to measure the improvement.

t Test - A test of significance for continuously distributed interval scale
parametric MOE's. t is based on the ratio of the mean of a distribution
of samples to the standard error of the sampling distribution.

Traffic Performance - Project objectives designed to improve speed and path
of vehicles and traffic (e.g., speed, lateral placement, erratic maneuver,

conflicts, etc.). Also characterizes the measure of effectiveness used to

measure the improvement.

Tuna T Fyrnr - Rejecting the null hypothesis when it is true. That is, <aying
vie tesules are statistically significant when they are due to chance. ..e
level of significance is the probability of committing a Type I error.

Type II Error - Accepting the null hypothesis when it is false. That is,
saying the results are due to chance when they are actually statistically
significant.

Validity - Proper reasconing used to arrive at a result. Also, the correctness
of a measure in measuring the attribute it is supposed to measure.

Variable - The attribute used to define an aspect of the population of interest
that distinguishes individuals or vehicles within the population.

Varianre - A measure of dispersion which indicates the extent to which each
inuiviuual measure differs from another measure in a sample. Variance is
obtained by squaring the standard deviation.

. Test - A test of significance based on large sample parametric data, where
the assumption is that the MOE is normally distributed. Data are converted
to standard scores and a critical ratio is calculated.
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ADPENDIX A - STATISTICAL FACTORS
This appendix is designed to briefly touch on relevant statistical factors.

Those users interested in more details should consult standard statistical
texts (e.g., Dixon and Massey, 1969; Guilford, 1956; Siegal, 1956).

Dec~riptive Statistics - Important descriptive statistical factors include:

Data types; distributions; and arithmetic summations.

Data Type -The attribute used to define an aspect of the
population of interest that distinguishes individuals or vehicles
within the population is called a variable. Variables are

either quantitative if numbers can be assigned or qualit=*ive

when no numerical values can be assigned. Quantitative variables
are usually measured using numerical, equal interval, continuous
scales with a zero point. For this reason such data are classified
as interval and ~ontinuous. Examples of variables that yield
continuwous data ruclude speed, volume and traveltime. Another
important quantifiable variable is accident . Unlike variables
measured using interval scales, accidents are random (occurring

by chance) in nature and are often referred to as yielding

rare gvent data. Qualitative variables are measured by assigning
vwviduals into mutually exclusive categories. Data generated

by these variables are referred to as categorical or count

data. Examples include counts of vehicle types, erratic maneuvers,
and brake light applications.

Dictrihution - Raw data conveys little useful information

Unedl vo is tabulated and displayed in a meaningful way
fatannrical or count data are generally displayed as a frequency
uisu rwution in a contingency table. A contingency table lists
all categories for the variable and displays the number and/or
percentage of individuals observed. An example of a centingency
table for vehicle counts is shown in Exhibit A-1. The data

can also be displayed graphically, as shown in Exhibit A-2.
Continuous data are also summarized in frequency distributions.
This is accomplished by grouping the data into meaningful
intervals and displaying the number and/or frequency distribution
as shown in Exhibit A-3 for speed data. Here again, continuous
data are often displayed graphically as shown in the example

in Exhibit A-4,

Arithmetic Summations - Another way to describe data is in

terms of arithmetic summaries. Qualitative data are often
summarized by identifying the category that encompasses the
majority of cases, called the mode, and by ranking categories.
Referring to Exhibit A-1, the model category is "automobiles,"
which also ranks first. Quantifiable data are usually summarized

in terms of central tendency and variability (dispersion).

Central tendency summarizes the center (average or middle
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VEHICLE MIX ON AN URBAN ARTERIAL
Vehicle Type Number Percent
Auto 100 50%
Bus 50 25%
Truck 50 25%
— —_ —

Exhibit A-1. Contingency Table for Categorical Data
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thibit A-2.
Categorical Data Displayed Graphically
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Spot Speed on a Rural Two-Lane

Speed (MPH) Number
0-10 5
10-20 10
20-30 15
30-40 20
40-50 30
50-60 20
60-70 15
70-80 10
> 80 5

-

TOTAL 150

Exhibit A-3. Frequency Distribution for Continuous Data

MEAN, MEDIAN
MODE

N\

-t ! STANDARD
DEVIATION

o] 45 80

| |
[l RANGE |

SPOT SPEED DISTRIBUTION ON RURAL TWO LANE
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value) of the data where most observations cluster. It is
usually expressed in the mean (average) or median (midpoint).
In the data set shown in Exhibit A-3, the mean is determined
by adding all speeds and dividing by the number of data points.
This yields a mean speed of 45 miles per hour. In the same
data set, the median is also 45 miles per hour, obtained by
ranking all speeds and finding the midpoint of the middle
interval. (In this distribution, called a normal distribution,
the mode is also 45 miles per hour.) Variability describes
how spread out the data are. Variability is usually expressed
by the range or the preferred stand=-d deviati~n. In many
distributions, the mean and median uw not coincide. These
distributions are referred to as stewed (see Exhibit A-5).
There may also be more than one moue (Exhibit A-6). These

are called bimodal (two modes) or multimodal (more than two
modes) distributions.

Infaventiagl Statictics - The process used to determine if the results
are significant is called significance testing. In testing for significance,
a supposition (called the null hypothesis) is made concerning the probability
of the result occurring by chance. If it can be shown that the probability
of the result being a chance occurrence is low (as defined by the significance
level chosen), then it can be concluded that the difference does not meet
the chance criteria and is, therefore, statistically significant (at the
level selected). On the other hand, if there is a higher probability of
the results being due to chance than can be tolerated, then the conclusion
is made that the difference is not statistically significant. For example,
if the average speed before the installation of an advisory sign is 60 miles
per hour, and the average speed after the sign is installed is 50 miles per
hour, and the chance of a 10-mile per hour difference occurring is one in
one thousand (which can be accepted as significant), then the conclusion
can be made that the results are probably not due to chance and are, therefore,
significant. On the other hand, if there is a one in five chance of obtaining
a 10-mile per hour dif{ -ence (which is not accepted as significant), then it
is not possible to rule out the results being due to chance, and the conclusion
is made that there is no significance. The probability of the result being
due to chance is called the level of significance.
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Exhibit A-5.
Examples of Skewed Distributions

MODE FOR MALES
MODE FOR FEMALES

80

Exhibit A-6.
Example of Bi Modal Distributions
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The following are recommended tests of significance:

Priqson Nistributinn Test -This test is based on the assumption
viac aceidents arc rare events with a very low probability

of occurrence, distributed in accordance with a distribution
called the "Poisson Distribution." The Poisson Distribution

test is a test specifically developed to determine if differences
in accident rates or freguencies are significant,

* Test - This test is called a p>~=metric test because it is
uaseu un the assumption that the muE sampled during the Data
Collection phase approximates the distribution of the overall
population (an attribute of a sample is called a vaviahl~,

an attribute of a popw'»*tion is called a ter,. n iurther
assumption is made tha. he parameter is uisuributed in accordance
with a distribution called the normal distribution (the normal
distribution is "bell-shaped" and looks like the curve shown

in Exhibit A-4). Parametric tests require that the data be
continuous and interval in nature. Since many of the MOE's
(e.g., speed, delay, traveltime) satisfy these assumptions,

t is a useful test of significance with wide applicability.

F ._st - The F test is also based on parametric assumptions.
However, unlike the t test, which tests for significance in
means, F is a special test to determine whether differences

in variability are significant. For example, there may be
little change in average speed before and after an improvement,
however, the range of speeds (speed variance) may have been
narrowed. F is used to test whether changes in variance,

as measured by the standard deviation, are significant.

. Test - Another specialized parametric test is the Z test.
This test is used to determine if differences in lar~= sample
(equal to or greater than 30 observations) proportions are
significant. Z is used with MOE's such as erratic maneuvers
and traffic conflicts.

Chi Square - This test is a nonparametric test because no
assumpt ions have to be met conc -ning the underlying distribu-
tion of MOE's being tested. Because of this, Chi Square

can be used to test the significance of any qualitative MOE

or any MOE which yields categorical data. Chi Square can

also be used in place of the Z test with =211 sample data
{less than 30 observations).




Appendix B - Procedures tn Simmarjze and Compare Accident MOE'-<

The material in this appendix has been abstracted from a report by Datta,
Perkins and Taylor (1978). It is to be used when accident MOE's are evaluated
(see Step 19A).

I - PREPARE SUMMARY TABLES FOR ALL DATA
Summary tables are first developed for all data compiled in the Data

Collection phase. The Accident Data Comparison form shown in Exhibit B-1
is used to tabulate accident data, accident rates and exposure data. The
column headings are modified to indicate the characteristics of the design
used, with the "control" columns crossed out for the Before-After design.

Wt 1 tabulating data for the Control Site design, entries to the "control"
columns should be made for each year separately, and a summary table prepared
for the entire project evaluation period. Entries should represent the average
value of the data for all control sites being considered. When tabulating
entries in the data column for the Before-After design, entries should be
made for each year separately, and a summary table prepared for the entire
project evaluation period.

IT - CALCULATE THE PERCENT CHANGE IN THE MOE
An estimate of the expected accident rate or frequency is then made.

115 estimate is based on the assumptions associated with the design being
used. For example, the expected MOE for the Control Site design is based
on the accident experience at the control site(s). For the Before-After
design, the expected value of the MOE is based on the accident experience
at the project site prior to improvement implementation.

The expected value of the MOE can be estimated in two ways, depending
on the characteristics of the MOE over time. If the yearly mean values of
the MOE follow an increasing or decreasing trend when plotted over several
years, the expected MOE should be estimated by using linear regression
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techniques. However, if the MOE values follow a horizontal trend or are
widely dispersed, the mean value of the MOE over the entire analysis period
should form the basis for the expected MOE estimation. The linear regression
approach is statistically more attractive; however, its use is subject

to: (1) Correlation between the dependent (MOE value) and the indepenc 1t
(time) variables; and (2) the assurance that the slope of tt trend line

is significantly different from zero (horizontal).

Tests of statistical significance are based on tests of the null
hypothesis. This hypothesis states that any difference between two data
sets is due to chance. If this can be disproved, then the conclusion is
reached that some external factor caused the difference.

For safety project evaluations, the null hypothesis is that the
improvement did not affect the accident rate or frequency at the project
site, and the accident experience after the improvement is similar to what
it would have been if the project were not implemented. The accidents
that would have occurred without project implementation cannot be measured
(as this condition does not exist) but must be estimated. This estimate
is called the expected value and is derived differently for each design.

A description of the procedure used to obtain these estimates and the
resulting percent change in the MOE are given below.

A - The Control Site Design

1 - Frequency-Related MOE's

a} When the MOE's are frequency-related, and the traffic
volumes at the project and/or at the control site are
not available, the following equations should be used
to compute the expected value of the MOE:

E.=8B

F= Bpr (Acr/Ber)
Where:

E-= Expected frequency-related MOE at the project site
if the improvement had not been implemented.
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BPF "Before" period MOE frequency at the project site.

Acr

"After" period MOE frequency at the control site(s).

BCF "Before" period MOE frequency at the control site(s).

When the MOE's are frequency-related and "Before" volun
data are available or can be estimated (see page B-13),
the "Befare" frequency of accidents, BPF and BCF must

be adjusted for volume changes between the “Before"

and "After" period. This 1is accomplished by multiplying
the recorded frequency of accidents in the "Before"

period (BPF) by the ratio of AADT "After" to AADT "Before"

at the project site. Similarly, at the control site(s),
the frequency of "Before" accidents (BCF), would be

multiplied by the ratio of the AADT "After" to the AADT
"E ‘ore" at these sites.

The modified equation for calculating the expected
value of the MOE is then:

("After" Project AADT)(ACF)(“Before" Control AADT)

("Befure " Project AADT)(B. ) ("After™ Control AADT)

[t is not necessary to adjust the frequencies for dis-
similar section lengths between the project site and
the control site{s) since the length of section is
canceled in using the eguations.

Perrert Change in Frequency Related MOE"s:

Percent change in the frequency related MOE is computed
by the following equation:

Percent Change = ((EF - APF)/EF)loo
Where:

" . = Expected frequency-related MOL at the project
' site 7. the impravement had not been implemented.

APF = "After" period MOE frequency at the project site.

The value for the expected frequency-related MOE, EF’

as described for this and the percent reduction will
serve as direct input to the statistical testing
procedure (Step 20A).
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Rate-Related MOE's:

a)

When the MOE's are rate-related and traffic volumes are
available or can be estimated (see page B-13) for both
project and control sites, the following equations should
be used to compute the expected value and percent change
in the MOE.

Ex - Bpg (Aep/Beg)
Where:

ER = Expected rate-related MOE at the project site if
the project had not been implemented.

BPR = "Before" period MOE rate at the project site.
Acp = "After" period MOE rate at the control site(s).
BCR = "Before" period MOE rate at the control site(s).

Because the MOE's are expressed in terms of accident
rates (as opposed to fregquencies), no volume related
adjustment is necessary.

Percent change in the rate-related MOE is then computed
by the following equation.

Percent Change = ((ER - APR)/ER)100
Where:

”{ = Expected rate-related MOE at the project site if
' the project had not been implemented.

APR = "After" period MOt rate at the project site.

To determine the expected "Before" accident freguency, the
expected value of the rate-related MOE must be transformed
from an accident rate to an accident frequency. This
accident frequency will represent the expected accident
frequency. The expected accident frequency is calculated
as follows:

EF = ER x "After" Project Exposure/lO6
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Where:

EF Expected "Before" accident frequency to be used
in the statistical testing procedure.

E Expected rate-related MOE at the project site if
the project had not been made {-pressed in accidents/MV

or MVM).

R

Exposure (MV) = Number of vehicles passing an intersection
or spot location during the "after" period,
expressed in MV (million vehicles).

Exposure (MVM) - Number of vehicles traveling over a
section of roadway during the period
multiplied by the length of the section,
expressed in MVYM (million vehicle mi~ ;).

3 - ‘'“near Reqr :icigm Technique
o™ ecnnigque

The calculation for the expected value of the MOE as
descrit 1 above is based on the assumption that the value
of the MOE is constant over the entire "After" period.

[f the data for the control site(s) indicates that there
may be an increasing or decreasing trend in the MOE over
time, a regression technique should be used to determine
the expected value (EF or ER) of the MOE.

Linear regression is a technique for expressing a linear
(straight-line) functional relationship between related

variables. Correlation is used to express the precision
with which the value of the variable can be predicted

if we know the values of the associated variables. The

user should be cautioned that just because a functional

relationship exists, this does not necessarily mean that
a causal relationship exists,

The least square regression technique is recommended

for a trend analysis of the MOE. In this technique,

the value of the MOE for each year (Y.) is plotted against
time (X.), where the i r iresents tI number of years

from thé beginning of the evaluation period. The equation
of the line which "best fits" the tv d in the MOE is

then given by:

Where:

Yi = the estimated value of the MOE in year i.



Y = the average value of the MOE over the entire evaluation
period.

Xi = the year for which the estimate is desired.

X = the mid-point of the evaluation period,

b = the regression coefficient (i.e., slope of the regression
Tine).

The regression coefficient (i.e., slope of the regression
line) is obtained from:
n n 2

b= u (X - X) (Y, -Y)/: (X; - X)

i=] 1=

Where:

(Xj - X) = the value of the difference between each
year and the mid-point of the evaluation
period (i.e., mid-point of the "Before"
plus "After" period).

(Y. - Y) = The value of the difference between the MOE
for each year and the average value of the
MOE over the entire analysis period.

n = the number of years used in the analysis period.

Since the regression technique is designed to test the strength
of the relationship between the accident rate or frequency
and time, longer time periods yield more reliable results.
Therefore, the maximum number of years for which data are
available should be used. Further, the maximum numt - of
data points should be used in the analysis. Therefore,

it is recommended that the control site MOE for all years
("Before” and "After") and the MOE values for the project
site for the "Before" period be used to develop the linear
regression model. This will increase the number of data
points and ensure that the regression model is repr ;entative
of the "Before" project site MOE's.

Two tests should be performed to determine whether the
indicated trend is significant or is due to random variations
in the data. The first test should be an evaluation of the
correlation coefficient (r). The square of this coefficient
is a measure of the ability of the independent variable
(time) to explain the vargation in the dependent variable
(MOE). If the value of r” is greater than 0.8, then yse

of the regression results should be considered. If r® is
less than 0.8, then the average value of the control and
project site MOE should be used as described previously.
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The expected value and the percent reduction in the MOE
can be calculated using the following equations:

E':-Y_+b(x1'-¥)

Where:

By

Expected MOE at the project site for time period 1,
if no improvement had been made.

X,
3

Years since t : beginning of the analysis period.

If the MOE's are frequency-related, the equation should
be solved for each year of the "After" period and the sum
of these MOE's used as the expected MOE frequency for the
"After" pericd.

The percent change is then calculated as follows:
Percent Change = (EF - APF)/EF)/IOO
Where:

EF = Expected frequency related MOE at the project site
if no improvement had been made and the expected "Before"
accident frequency to be used in the statistical testing
procedure.

APF = The sum of the "After" period MOE frequency at the
project site.

If the MOE's are rate-related, the equation for Ei should
be solved for the midpoint of the "After" period. This
value will be the expected MOE rate for the "After" period.

The percent change is then calculated as follows:
Percent Change = ((ER - APR)/ER)100
Where:

ER = Expected rate-related MOE if the improvement had not
been made.

APR = "After" MOE rate at the project site,

The development of the linear regression analysis may be
facilitated by the use of the Linear Regression Summary
Table shown in Exhibit B-2.

The expected "Before" accident frequency for statistical
testing purposes is calculated as described earlier in this
section (page B-5).
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B -

The Before - After Design

1 -

Frequency-Related MOE'S:

a)

When the MOE's are frequency-related, and "Before" volume
data are available, or can be estimated (see page B-13),
the "Before" accident frequency at the project site must
be adjusted for volume changes between the "Before" and
"After" periodt This is accomplished by multiplying

the "Before" accident frequency by the ratio of "After”
AADT to "Before" AADT.

E

= By ("After" AADT/"Before" AADT)(T,/T,)

F
Where:

PF

EF = Expected frequency-related MOE at the project site
if no improvement had been made.

BPF = The "Before" accident frequency at the project
site.

TA = Length of time of the "After" period.

TB = Length of time of the "Before" period.

In the absence of "Before" volume data, the volume adjust-
ment cannot be made. However, the time period adjustment
should be made whenever ur jual time periods exist. Thus:
Ep = Bpp(Tp/Tg)

The percent change is then calculated as follows:

Percent Change = ((EF - APF)/EF)loo

Where:

EF = Expected frequency-related MOE at the project site
if no improvement had been made.

APF = "After" period MOE frequency at the project site.
The value for the expected frequency-related MOE, EF’

will be used directly in the statistical testing procedure
as the expected "Before" accident frequency.
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Rate-Related MNE'g:

a)

When the MOE's are rate-related, the expected MOE and
percent change is calculated by the following equations:

ER =B

PR
Where:

ER = Expected rate-related MOE at the project site if
the improvement had not been_made.

BPR = "Before" period MOE rate at the project site.

No volume related adjustments are necessary when the
MOE's are rate-related.

The percent change is then calculated as follows:
Percent Change = (ER - APR)/ER)IOO
Where:

ER = Expected rate-related MOE at the project site if
the improvement had not been made.

APR = "After" period MOE rate at the project site,

To determine the expected "Before" accident frequency,
the expected rate-related MOE (E,) must be transformed
from an accident rate to an accigent frequency. This

is accomplished as follows:

EF = op X "After" Project Exposure/lO6

Where:

EF = Expected before accident freguency to be used in
the statistical testing procedure.

ER = Expected rate-related MOE at the project site if

the improvement had not | :n made (expressed in
accidents/MV or MVM}.

Exposure (MV) = Number of vehicles passing an intersection
or spot location during the period.

Exposure (MVM) = Number of vehicles traveling over a

section of roadway during the period
multiplied by the length of the section.
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If the linear regression tecEnique is used with this
plan, the equations for b, r~ and t are identical to
those in the previous design. However, only the data
points for the previous "Before" period are used in the
regression eqguations.

Estimati~n of Exposure Index:

There may be times when a project is designated for
evaluation after the project has been implemented. When

this occurs, accident data are assumed to be available

for both the "Before" and "After" period. However, project
traffic volumes or exposure data may not have been collected,
thereby creating difficulties when rate-related MOE are

to be used. This problem may be handled by making an
estimate of the before exposure.

The exposure index (MVM or MV) for the period prior to

project implementation should be estimated for a point

in time equidistant from project implementation to the

mid-point to the post-project accident data period.

If i1t is reasonable to assume that the traffic has been
increasing or decreasing at a constant rate, then this

estimate can be made using:

E, = E, (1/(1+D)™)

Where:

Eb Estimated "Before" period volume (AADT).

ta

Average volume (AADT) of the "After" period.
i = Average annual traffic growth rate (%).

n = Number of years between the midpoint of the "After"
period and the mid-point of the "Before" period.

The average annual traffic growth rate, i, can either

be obtained from a knowledge of the growth rate for

the city or county in which the project site is located,
or it can be estimated using traffic volume data from the
"After" period. If data are available from a permanent
counter located in the vicinity of the project, the
annual growth rate at that station can be used. If

no station is located near the site, an estimate of
growth rate can be obtained by the following equation:
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Where:

£ Traffic volume (AADT) at the end of the "After"

period.

E1 = Traffic volume (AADT) at the beginning of the
"After" period.

TA = Length of the "After" period (in years).
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DATA COL * CTION PLAN AND SCHEDULE PROJECT NO.

Page _

DATA COLLECTION PROCEDURES, EQUIPMENT LOCATION AND OPERATION, AND PERSONNEL
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MOE COMPARISON—CATEGORICAL DATA—STEP 19

PROJECT:

PROJECT NO.:

EVALUATOR/DATE:

DESIGN: { | BEFORE-AFTER (] BEFORE-AFTER WITH A CONTROL SITE

MOE: Project Control! Site
Event Before After Before After
] (BpR) (ApR) (B¢m) (AcR)
NOTE: [ ER - AR ]
FOR BEFORE/AFTER % CHANGE = | ——— x 100
L ErR ]
ER = BpR }
AR = APR i
= | — ! %100
L _

FOR CONTROL SITE

Er = Bpr (AcR/BCR!
AR = APR
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t TEST
VALUES OF t
Levels of Confidence
Degrees of

Freedom 80% 90% 95% 99%
1 1.38 3.08 6.31 31.82
2 1.06 1.89 2.92 7.00
3 0.98 1.64 2.35 4.54
4 0.94 1.53 213 3.75
5 0.92 1.48 2.02 3.37
6 0.91 1.44 1.94 3.14
7 0.90 1.42 1.90 3.00
8 0.89 1.40 1.86 2.90
9 0.88 1.40 1.83 2.82
10 0.88 1.37 1.81 2.76
11 0.88 1.36 1.80 272
12 0.87 1.36 1.78 2.68
13 0.87 1.35 1.77 2.65
14 0.87 1.35 1.76 2.62
15 0.87 1.34 1.75 2.60
16 0.87 1.34 1.75 2.58
17 0.87 1.33 1.74 2.58
18 0.86 1.33 1.73 2.55
19 0.86 1.33 1.73 2.54
20 0.86 1.33 1.73 2.53
21 0.86 1.32 1.72 2.52
22 0.86 1.32 1.72 2.51
23 0.86 1.32 1.71 2.50
24 0.86 1.32 1.71 2.49
25 0.86 1.32 1.71 2.49
26 0.86 1.32 1.71 2.48
27 0.86 1.31 1.70 2.47
28 0.86 1.31 1.70 247
29 0.85 1.31 1.70 2.46
30 0.85 1.31 1.70 2.46
40 0.85 1.30 1.68 2.42
50 0.85 1.30 1.67 2.39
60 0.85 1.29 1.66 2.36
00 0.84 1.28 1.65 2.33













i; = DEGREES OF FREEDOM FOR DENOMINATOR

VALUES OF F (.10 LEVEL)

f1 = DEGREES OF FREEDOM FOR NUMERATCOR

1] 1 2 K| 4 5 6 7 8 9 10 12 15 20 24 a0 40 60 120 “

1 3985 4950 535% 5583 5724 5HB.20 5891 5944 5986 6020 G070 6122 61.74 6200 6226 6253 6279 6306 63.33
2 3 53 300 916 924 9.29 9.33 9.35 9.37 938 9.39 941 9.42 9.44 9.45 948 947 9.47 943 9.49
3 554 5 46 539 5.34 531 5.26 527 525 524 523 522 520 518 5.18 517 518 515 5.14 513
4 4.54 432 419 4.11 4.05 4.01 3.98 395 3.54 382 3.80 387 3.84 383 382 380 379 378 376
5 4 06 .78 362 3.52 3.45 3.40 3.37 333 332 330 327 324 321 319 317 3.16 314 3.12 310

6 378 3.46 3.29 3.18 3.1 3.05 30 298 296 2.94 2.90 2.87 2.84 2.82 2.30 2.78 2.76 2.74 272
7 3.589 3.26 307 296 2.38 283 2.78 275 272 2.70 2.67 2.63 2.59 2.58 2.56 2.54 2.51 2,40 2.47
3 3.46 an 282 2, 2.73 267 2.62 2.59 2.56 254 250 2.46 2.42 2.40 2.38 2.36 234 232 2329
] 3.36 3.0 2.81 269 261 255 251 247 244 242 238 2.34 230 228 225 223 2m 218 216
"‘ 3.20 392 273 231 252 246 2.41 2.36 235 232 228 224 250 2R 216 213 2.1 208 206

. 323 ) 268 254 2.45 239 2.34 230 227 225 221 217 — . D e F03 200 19/
2 318 2 B1 281 248 239 233 228 2.24 221 249 215 DD 206 204 2m 189 1.96 1.93 1.90
13 314 278 258 243 2.35 2.28 223 220 216 D14 210 205 201 1.98 1896 183 1.90 1.88 185
14 310 27 2 52 239 231 224 219 215 212 210 205 2M 196 1.94 1.91 189 186 1.83 180
15 207 270 249 2136 7 221 216 212 209 208 202 1.97 182 190 1.87 185 1.82 179 178
16 3.5 287 246 2.33 2.24 218 211 209 206 2.03 1.99 194 1.89 1.87 1.84 181 t.78 175 172
17 303 264 244 2.1 222 245 210 2.06 203 200 186 1.91 * 86 1.84 181 178 175 172 169
18 gt 262 24z 229 220 213 2.08 2.04 200 +98 193 189 1.84 181 178 175 172 169 1 66
19 299 261 2.40 227 218 2.11 206 202 $ 83 1.96 1091 188 181 179 178 173 170 167 163
20 2.97 259 2.38 2.25 2.18 » ng 204 200 186 104 149 1.H4 179 177 174 171 168 164 161
21 293 257 2.36 223 214 cud 202 1.98 185 192 188 * B3 178 75 170 169 166 1.62 1.689
az 295 256 235 222 2.13 208 2 a1 147 143 190 1 86 AN:A 176 173 170 167 164 160 157
23 294 2 55 234 224 211 205 189 1895 192 189 184 180 174 172 169 1.66 162 159 155
24 283 254 2143 219 210 204 1.98 1.84 g 188 183 178 173 +70 167 1.64 1.61 1.57 153
z5 292 253 232 218 209 202 1.87 1.83 189 187 182 177 172 169 168 1.62 159 1.56 152
26 293 252 231 217 2.08 2.01 1.96 1.82 188 188 181 178 171 168 165 1861 1 58 1.54 150
7 290 251 230 217 2.07 2.00 t.95 1.091 187 185 180 175 170 167 164 160 157 1.53 1.49
28 289 2 80 229 218 2.06 200 184 180 187 184 179 174 169 166 163 1.59 156 1.52 148
29 280 250 228 215 208 149 193 189 185 183 178 173 168 165 162 1.58 1.58 1.51 147
30 2.68 » 49 223 214 2.05 188 1e 188 185 182 177 172 1e7 164 1.61 1.57 154 1.50 146
40 284 244 223 209 200 1483 A 183 173 176 1.71 . o 1.57 1.54 1.51 1.47 142 1.38
B0 273 K] 213 204 195 187 182 177 174 1.71 1.66 160 1.54 151 148 1,44 1.40 1.35 1.29

120 275 235 213 199 190 182 177 172 1.68 1.65 1.60 154 1.48 145 1.41 137 1.32 1.26 118
x 271 230 208 194 185 177 172 187 1.63 1.60 1,55 148 142 1.38 1.34 .30 1.24 117 100
VALUES OF F (.05 LEVEL)

a95% Confidenre | evel
11 = DEGREES OF FREEDOM FOR NUMERATOR
12 1 ” 3 4 5 [ 7 B 9 10 12 15 20 24 30 an AQ 120 ”
18Yey oo .. 7% 22456 23016 23399 23677 23BBB 24054 PATBB 24301 24585 24801 24905 25009 2L.... o..20 25325 25432

1

2 185t 1900 1916 1925 1930 1933 1935 1937 19038 1940 1941 1943 1945 1945 1946 19.47 19.48 1949 1930
S 1013 9 55 o ZH Q.12 9.0t B.94 6.89 8.85 g.81 8.79 8.74 6.70 8.66 8.64 8.62 859 8.57 8.55 853
4 77 G 94 €59 639 6.26 6.16 6.00 6.04 6.00 596 5.91 5.86 5.80 577 5.75 572 569 5.66 563
Z 661 5.79 549 519  5.05 495 488 4.82 477 474 468 462 486 453 450 448 443 440 436

599 514 4 7€ 4.53 4.39 4.28 4.21 4.
553 4.74 4.38 412 3.97 387 379

[ 15 4.10 4 06 400 3.94 387 3.84 381 3.77 3.74 370 3.67
7 373 388 a4 3.57 3.51 344 3.41 3.38 3.34 3.30 327 323
8 532 448 407 384 369 3 58 3 50 344 349 3.35 3.28 3.22 3.16 3.12 3.08 3.04 3.01 297 293
9 512 426 3 BE 363 3.48 337 3.28 3.23 3.18 3.14 3.07 3.0¢ 2.94 2.90 2.86 283 2.79 2.75 271
1w 4 96 4.10 3.71 3.48 3.33 3.22 3.14 307 3.0z 2.98 291 2.84 77 274 270 2.66 262 2.58 253

1 4 84 398 3.59 3.36 3.20 3.09 3.01 2.95 2,90 2.85 279 272 2.65 2.61 2.57 2.53 2.49 245 2.40
12 4.75 3.89 3.49 3.26 31 3.00 2.91 2.85 2.80 275 2.69 262 2.54 2.51 2.47 2.43 2.368 234 2.30
13 467 3.81 3.4 3.18 303 2.92 283 277 271 267 260 7.53 7.48 242 238 234 2.30 225 2.21
14 4.60 3.74 334 311 298 245 2.76 2.70 2.65 260 2.53 2.46 2.39 2.35 2.3 2.27 2.22 218 2.13
15 454 368 329 306 29 279 271 2.64 2.59 254 2.48 2.40 2.33 2.29 2.25 220 2,16 21 2.07

16 449 3.63 3.24 3.0t 285 2.74 2.66 259 254 249 2.42 2.35 2.28 2.24 2.19 215 21 2.06 2m
17 445 3.59 3.20 2.96 2.81 2.70 261 255 2.49 245 238 231 223 219 215 210 2 06 201 136

1 - DEGREES OF FREEDOM FOR DENOMINATOR

18 4.41 3.55 316 293 277 2.68 2.58 2.5 2 46 241 234 227 219 215 21 2.06 2.02 1897 1.82
19 438 352 313 290 274 263 7?54 P an »az 2.38 2.3 2.23 2.6 2.1 207 2.03 1.98 1.93 188
20 435 3.49 3.10 2.87 2n 2.60 2.51 2.45 2.39 235 2.28 2.20 212 2.08 2.04 199 1.95 1.90 1.84
21 432 3.a7 307 284 268 257 249 242 237 232 2.25 218 2.10 2.05 201 1.96 1.92 1.87 1.1
22 430 3 a4 305 282 266 2.55 2.6 2.40 2.34 2.30 2.23 215 2.07 2.03 1.98 1.94 1.89 1.84 17
25 428 342 3.03 2.80 2.64 2.53 2.44 237 202 227 220 213 2.05 2.00 1.96 1.91 1.88 1.81 1.76
24 426 340 301 278 2.62 2.51 242 236 230 225 2.18 21 2.03 1.98 194 1.89 184 179 173
25 4.24 3.39 2.99 276 260 2,49 2.40 2.34 228 224 218 209 201 196 1.92 1.87 182 177 1.71
26 4.23 3.37 2.98 274 259 247 239 232 2.27 2.22 215 2.07 1.99 1.95 1.90 1.85 1.80 175 1.69
27 421 335 296 273 2.57 246 2.37 2.3 2.25 2.20 213 2.06 1.97 1.93 1.88 1.84 1.79 .73 167
78 4.20 3.34 2.95 271 2.56 245 2.36 2.29 2.24 2.19 212 2.04 1,96 1.91 1.87 1.82 1.77 1.7 1.65
29 418 3.33 2.93 270 2.55 243 2.35 2.28 222 218 210 203 1.84 1.90 1.85 181 1.75 170 164
n A7 332 2.92 2.69 253 242 2.33 2.27 221 2.16 209 2.01 183 1.89 1.84 179 174 168 162
T o wed 2.84 2.61 245 2.34 2.25 218 212 2.08 200 192 184 1.74 1.79 1.69 1.64 158 1.51
60 400 315 76 253 237 2.25 217 2.10 204 1.99 1.92 184 1.75 1.70 185 169 1583 147 139
120 3.92 3.07 2.68 2.48 2.29 218 209 202 186 131 183 175 1686 1.B1 1.55 160 143 138 123
kS 3.84 3.00 260 237 221 2.10 2N 194 188 1.83 175 1E7 157 1.62 146 139 132 122 100



























