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STRATEGIES FOR IMPROVING BUS TRANSIT SERVICE RELIABILITY 

EXECUTIVE SUMMARY 

The concept of ' 'service reliability" has come into increasing promi­

nence in recent years as an important characteristic of the quality of 

service provided by transportation systems. A basic definition of reliability, 

as the term is used here, is the variabi 1 ity of a system performance measure 

over time. The focus is on stochastic variation in performance, rather than 

on more traditional engineering concepts of probability of component or 

system failure. The level of service measure most clearly subject to varia­

tion is travel time, and this variabi 1 ity is often described in terms of non­

adherence to schedule. 

Service reliability is important to both the transit user and the 

transit operator. To the user, non-adherence to schedu le results in increased 

wait time, makes transferring more difficult, and causes uncertain arrival 

time at the destination . The importance of some measure of reliabi 1 i ty to 

trip-making behavior has been empha!ized in several attitudinal studies. 

In addition to its importance to transit users, unrel iabi 1 ity i n 

operations is a source of reduced productivity and increased costs for 

transit operators. Th is is due to the n_eed to bui l d substantial "slack 

time" into timetables in order to absorb deviations from the schedule. This 

leads to reduced utilization of both equipment and personnel. 

In J ight of the current need for more cost-effective public transportation 

in urban areas, it is important to understand the sources of unrel iabi 1 ity, and 

to investigate the potential of several alternative control strategies to 

improve both the quality of service provided and the prdductivity of the 

vehicles and personnel in the system. 

This project has had four major objectives: 

1) investigation of the ?ources of service re l iabi 1 ity problems in 

bus transit networks; 

2) identification of potential strategies for reducing the severity 

of the problem; 
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3) development of models to allow these various strategies to be 

analyzed and evaluated; and 

4) general evaluation of the relative effectiveness of these 

strategies for improving service reliability. 

ln order to investigate the sources of service reliability prob lems, 

a substantial set of simulation experiments was performed. These experiments 

allowed for control led variation of a number of important characteristics 

of bus networks, including network form (grid or rad ial), route density, 

frequency of service, degree of 1 ink travel time variability and the demand/ 

capacity ratio. The results of these experiments can best be summarized in 

terms of vehicle bunching, variability of transfer times, and the relative 

impacts of service frequency and route density. 

The experiments indicated how vehicle bunching is related to f requency 

of service, level of demand and the variability of link travel times. In 

particular, these results illustrate the importance of reducing 1 ink travel 

time variability in an effort to prevent bunches from forming. This repre­

sents an extension to the results of previous researchers, which placed 

primary emphasis on the demand/capacity ratio and boarding times. 

The importance of transferring to overall trip reliability focuses 

attention on the trade-off between the length of the scheduled wait t ime at 

transfer points and the risk of missing the intended connecting bus. Where 

arrivals can be scheduled to coincide, as in radially structured networks, 

the application of controls to the operation of transit service has the 

potential to permit more close ly scheduled arrivals on connecting services 

while maintaining a reasonable assurance that the intended connection will 

be successful. 

Finally, it is clear from the experimental results that service re­

liability is much more sensitive to frequency of service than to route density. 

This impl ies that there are substantial reliability impacts of the trade-off 

between operating fewer routes at higher frequency or more rou tes at lower 

frequency, given a 1 imited amount of vehicle resources. Traditionally, this 

trade-off has been evaluated using simplistic models of expected passenger 

wait time and the accessibility of transit service to users. However, the 

present work has shown that service rel iability is also an important factor 

in this trade-off and should be included in the evaluation. 

- ii-



With these ideas in mind, a variety of potential strategies for improving 

service reliability have been considered. These strategies fall into four 

general classes: 1) vehicle holdlng; 2) stop reduction and zone scheduling; 

3) changes in traffic signal operation; and 4) provision of exclusive right­

of-way. 

Within the category of holding strategies, two major subgroups of 

strategies are considered: schedule-based holding and headway-based holding. 

The schedule-based 11checkpoint11 strategy is very simple to implemen t and 

offers promise of significant benefits on long-headway routes where the 

schedule is sufficiently slack so as to make holding to schedule a reasonable 

procedure. The key elements of implementing such a pol icy are constructing a 

reasonable schedule as a goal and enforcing adherence to that schedule. Th is 

enforcement requires both proper incentives for drivers and a mechanism for 

accurate monitoring of their performance. 

For routes operating with shorter headways, two near-opt imal headway­

based control strategies have been developed. One strategy holds a vehicle 

until its ~ceding headway is as close as possible to its following headway, 

allowing for an adjustment in consideration of the people delayed on the 

vehicle. Referred to as 11 Prefol 11
, it requ ires a prediction of the arrival 

time of the following vehicle. A similar strategy that is dependent only on 

the known magnitude of the current headway, called the "Single Headway" 

strategy, is also proposed. The strategies are simple in form, require 

1 imited data about the route, and are near-optimal over a wide range of 

situations. 

Models of the effectiveness of the strategies indicate that they are 

sensitive to three important characteristics of a control point: (1) the 

current level of unreliability, as measured by the headway coefficient of 

variation; (2) the relationship between successive headways, measured by 

the correlation coefficient; and (3) the proportion of passengers who must 

ride through the control point. 

The Single Headway strategy performs less well than the Prefol strategy 

when vehicles arrive relatively independent of each other. As passenger 

loading delays increase and successive headways become more dependent on 

each other, the Single Headway strategy prediction capability improves and 
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it approaches the performance of the Prefol strategy. In any event, however, 

the Single Headway strategy requires less information about the system, and 

could certainly be implemented without expensive AVH equipment, 

Reducing the number of stops made by each individual vehicle is a 

second class of methods to improve service reliab ili ty, Two majo r ways of 

accomplishing this reduction have been examined . 

Eliminating stops so as to increase average stop spacing can be usefu l 

if stop density is very high before reduction , and if traffic signal operation 

can also be ~hanged to allow buses to take advantage of the potentia l for in­

creased speed. It should be noted, however, that i ncreasing stop spacing also 

has the effect of reducing the accessibi l ity of the bus route to those who use 

it. Thus, there is a tradeoff of improvement i n one (or more) d imens ion (s) of 

service quality and a degradation in another. The f ul l impli cations of this 

can only be ascertained by including a demand analysis wit h the results of 

this work, in order to determine how travelers would react to this tradeoff. 

Such analysis remains for further study. 

An alternative way of reducing the number of stops made by each 

vehicle, without increasing overal I stop spaci ng, is by zone scheduling. A 

model has been developed to design optimal zone struct ures and al locate buses 

to zones, using dynamic programming. App li cation of t hi s model to a route 

in Chicago illustrates the potential effectiveness of zone scheduli ng as a 

service improvement strategy. Substantial improvements i n reliability, as 

well as in other measures, appear possible. Simulation of a particu l ar zone 

strategy for two routes in Cincinnati has ind icated the attractiveness of 

such a method in an alternative context as well, using a more detailed model. 

The third class of potent ial strategies invo lves changes in traffic 

signal operation. Such changes can take t he form of changes in signal ti ming 

or of allowi ng buses to preempt signals. The results o f simulation expe ri ments 

indicate the important interactions between stop spaci ng and s ignal tim ing. 

Both characteristics must be cons idered jo int l y in order to make changes in 

either eff ective. The 1 imited experimentation done i n th i s proj ect indicates 

that this may be difficult to do, but t hat if the stop spacing and si gnal 

ti ming are appropriately "matched," t he effects may be s im ilar to t hose f rom 

signal preemption. 



The signal preemption strategies tested resulted in 17-18% increases 

in both mean and standard deviation of vehicle speed, and 8-9% reductions in 

mean and standard deviation of waiting time. These are significant improve­

ments, and indicate that signal preemption can be an effective means to 

improve reliability of service, as well as average travel time. These benefits 

to buses (and riders) able to preempt traffic signals must be balanced against 

additional delays which may be inflicted upon cross-traffic. The tests per­

formed in this project have been based on signal settings designed to minimize 

total expected delay for both main and cross-direction traffic, and thus should 

provide a reasonable basis on which to judge the potential effectiveness of 

signal preemption, but more detailed assessment of the effects on cross-traffic 

would require a more detailed traffic simulation model. 

The fourth class of strategies, provision of exclusive right-of-way, 

may be considered for situations in which there is a very high level of 

transit activity, say 30 or more buses per hour along a particular street. 

Empirical findings in several demonstrations in the U.S., Europe and Australia 

have indicated the effectiveness of reserved lanes in particular circumstances. 

Additional simulation experiments performed in this project have also indicated 

that the combination of a reserved lane for buses and signal preemption can 

be an effective means of improving both average bus speed and service reliability. 

The selection of an appropriate strategy for a given situation appears 

to depend heavily on the frequency of service on the route(s) involved. For 

low frequency situations (less than 10 buses per hour) a checkpoint (schedule­

based holding) strategy, or some form of zone scheduling will probably be most 

effective. In medium frequency cases (10 to 30 buses per hour), zone scheduling 

and signal preemption appear to be most effective, and in high frequency 

environments · (more than 30 buses per hour) a reserved lane with signal pre­

emption is 1 ikely to be effective. Headway-based holding can also be effective 

in medium and high frequency situations if an appropriate control point can be 

identified. 

Zone scheduling works best when most passengers are destined for (or 

originate at) a single stop. Examples of such services are feeder routes to 

rapid transit stations, or radial routes terminating in the central business 

district (CBD) whose ridership tends to be mostly commuters. 

Signal preemption is most effective when there are reasonably heavy 

bus flows in the main direction and little or no bus traffic on the crossing 

streets. To obtain the maximum benefits from preemption, it is necessary 

to adjust the signal cycle length and phase splits as well. 
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This project has provided a battery of analytic tools for the transit 

operator or planner to use in evaluating particular strategies for improving 

service reliability in a given situation. These tools include a method for 

easily evaluating whether headway-based holding wil 1 be effective tn a given 

situation and identification of appropriate control points (if any), a dynamic 

programming procedure to design zone schedule structures, and a discrete-event 

network simulation model for more detailed testing of a variety of possible 

strategies. The general conclusions drawn i n this report should provide 

guidance in the consideration of possible actions, but the most important 

product of the research is the tools made available to the operator or 

planner for detailed evaluation of specific changes in his/her own environment. 
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STRATEGIES FOR IMPROVING BUS TRANSIT SERVICE RELIABILITY 

CHAPTER 1 

INTRODUCTION 

The concept of 11 service rel iabi 1 ity" has come into increas i ng- prominence 

in recent years as an important characteristic of the quality of service pro­

vided by transportation systems. A basic definition of reliabil i ty, as the 

term is used here, is the variability of a system performance measure over 

time. The focus is on stochastic variation in performance, rather than on 

more traditional engineering concepts of probability of component or system 

failure. The level of service measure most clearly subject to variation is 

travel time, and this variability is often described in terms of non-adherence 

to schedule. 

Service reiiabil ity is important to both the transit user and the transit 

operator. To the user, non-adherence to schedule results in increased wait 

time, makes transferring more difficult, and causes uncertain arrival ti me at 

the destination. The importance of some measure of reliability to trip-making 

behavior has been emphasized in several attitudinal studies. For example, 

Paine _tl ~- (1966) found that potential users ranked 11arriving when planned'' 

as the single most important service characteristic of a transit system. This 

finding has been substantiated in further studies by Golob~~- (1972) and Wa l l in 

and Wright (1974). 

In addition to its importance to transit users, unreliability in 

operations is a source of reduced productivity and increased costs for 

transit operators. This is due to the need to build substantial 11 slack t ime11 

into timetables in order to absorb deviations from the schedule. This leads 

to reduced utilization of both equipment and personnel. The recent report 

by Abkowitz ~ ~- (1978) provides an excel lent summary of the major issues 

in transit service reliability from the perspectives of both the user and the 

operator. 

In 1 ight of the current need for more cost-effective public transportation 

in urban areas, it is important to understand the sources of unrel iabi 1 i ty, and 

to investigate the potential of several alternative contro l strategies to 

improve both the quality of service provided and the productivity of the 

equipment and personnel in the system. 
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This proj ect has had four major objectives: 

1) investigation of the sources of service rel iab ility problems in 

bus transit networks; 

2) identification of potentia l strateg ies fo r improving re l iability 

of service; 

3) development of models to allow these strategies to be ana l yzed and 

evaluated; and 

4) general evaluation of the relative effectiveness of these strategies. 

The primary tool used for investigation of the sources of service reli­

ability problems is a network simulation model. A basic prototype model was 

developed under a previous g rant from the National Science Foundation . During 

the cu rrent project, this model has been greatly extended and revised, to make 

it more flexible , more comprehensive, and easier to use. This model has allowed 

investigation of the fundamental relationships between system char acte r istics 

(i.e. route length, route densi ty, frequency of service, network connectivity, 

etc . ) and the level of service reliability provided. Understanding of these 

relationships is vital to the formulation of effective control strategies. The 

structure of this mode l i s described in Chapter 2, and the process of model 

validation is discussed in Chapter 3. Experiments with the model to investigate 

sources of reliability problems are described in Chapter 4. Chapters 3 a nd 4 
summarize work described in greate r detail i n an earlier report from this 

project (Turnqu i st and Bowman, 1979), with the addition of some new materia l 

in Chapter 3. The interested reader is referred to the earlier report for 

more de tail on these topics. 

Chapters 5 through 8 provide detailed analyses of four major classes of 

strategies for improving service reliabil ity. Chapter 5 di scusses vehicle hold­

ing strategies. Chap ter 6 treats methods for reducing the number of stops made 

by each vehicle, including increasing stop spacing and zone scheduling. Signa l 

preemption and timing strategies are discussed in Chapter 7, and Chapter 8 

describes strategies involving exclusive ri ght-of - way for buses . 

Conclusions from the research and practical implications of the results 

are presented in Chapter 9 . 
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CHAPTER 2 

THE SIMULATION MODEL 

Construction of a prototype simulation model was accomplished as part 

of a previous proj ect (Turnquist, 1978). In the course of the current project, 

several major refinements and extensions have be~n made to the model. First, 

the component of the model dealing with the times of passenger arrivals at bus 

stops has been improved greatly. Second, the specification of 1 ink travel 

time distributions for buses has been improved, including an option for both 
11macroscopic11 and 11microscopic11 simulation of vehicle movements. This is 

described in greater detail in Section 2.3. Third, add i tional logic to reflect 

the enactment of various vehicle control policies has been added. Finally, 

the model has been validated using data from Evanston, 111 inois, and Cincinnati, 

Ohio. 

Section 2. 1 describes the basic logical structure of the model. Sections 

2.2 through 2.6 discuss the major elements of the model indiv idually. A more 

detailed explanation of the actual mechanics of the simulation program is con­

tained in the Users' Manual (Jordan and Turnquist, 1980). 

2. 1 Overview of Model Structure 

The computer simulation model of bus transit network operations is written 

in SIMSCRIPT 11.5 (CACI, 1976). The model is very flexible, so as to allow 

representation of a wide variety of systems. It can be used to analyze single 

routes (including those which branch) or entire networks of routes. 

The bus system is modeled by defining classes of entities which correspond 

to the major physical elements of the system. For example, bus stops are 

defined as an entity class. Each entity has attributes assoc i ated with it which 

describe the current state of that entity. For examp le, the bus stop entity 

mentioned previously would have attributes indicating the time that the last 

bus departed, the number of passengers currently waiting, the number of routes 

serving the stop, etc. 

Entities may belong to sets. A set is a group of entities which is " owned" 

by another entity. For instance, a bus stop entity may have (own) a set of 

passenger entities associated with it (i.e., passengers that are waiting at the 

bus stop). Entities can move into and out of a set, and may belong to severa l 

sets at once. 
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The physical elements of the bus system are modeled by this entity­

attribute-set structure. The dimension of time is introduced through events. 

Events are incidents that are of importance to the operation of th~ system 

being modeled - a bus arrives at a stop, a bus departs from a.stop, etc. 

Certain entities, such as buses and passengers, move through the system through 

the occurrence of series of events. 

Bus routes are modeled as an ordered sequence of 1 inks, connecting pairs 

of bus stops. Buses move over these 1 inks, interacting with the general 

traffic stream, and are delayed at stops for boarding and alighting passengers. 

Passengers originate in the system at the time of their arrival at a bus stop, 

where they are placed in a queue to wait for an appropriate bus. When such a 

bus arrives, they board and ride to either their destination or a transfer 

stop. If they must transfer, they are placed in another bus stop queue, and the 

process repeats until they arrive at their destination. 

Five major elements characterize the simulation model and distingu i sh it 

from other bus transit simulations: 

1) flexibil ity in network representation; 

2) user options with respect to simulating bus movements over links; 

3) thoroughness in modeling passenger arr ivals at bus stops, and 

resulting wait time; 

4) ability to track passengers through the system and collect detailed 

origin-destination trip times and other statist ics; and 

S) ability to model the effects of various strategies for controlling 

schedule adherence in transit systems. 

These elements are discussed individually in the fol lowing subsections. 

2.2 Network Representation 

The flexible manner in which bus routes are specified in the model allows 

a wide range of systems to be specified easily. Three of the basic entity 

types in the model are bus stops, 1 inks, and routes. Routes are defined simply 

as an ordered sequence of 1 inks connecting pairs of bus stops. Routes in the 

model are one-way, so that various types of special cases can be handled as 

easily as possible. For example, peak-period express services that operate in 

one direction only, routes that operate on different (perhaps one-way) streets 

in the opposite direction, or routes with one-way loops can all be represented 
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very easily. A normal two-directional route is simply represented by a pair 

of one-way routes connected through vehicle assignments. 

Vehicle runs are i nput in a t imetab le which specifies times of dis­

patches for each run on each route, and the next route to which each vehicle 

is assigned on comp let ion of a given route. Thi s type of specification al lows 

many variations of through-routing or interlining, short turns, and branches 

of routes to be represented quite easily. 

Throughout the model, an attempt has been made to minimize assumpt ions 

required about the structure of the network being modeled. This has been done 

so as to make the model as easily appl icahle as possible i n a wide variety of 

situations. As a result, the transit operator or planner as a potential user 

of the model should be able to represent most of the important idiosyncracies 

of the network being analyzed without needing to make modifi cations to the model 

i tse 1 f. 

2.3 Bus Movement Over Links 

The model contains two basic options for simulating bus in-motion times 

over I inks in the route network. In the basic, or macroscopic, model bus in~ 

motion times on 1 inks are assumed to be random variables fo ll owing a shifted 

gamma distribution. The amount of the shift corresponds to the minimum, or 

free-flow, time in which a bus could traverse a I ink. This value is assumed 

to be equal to the 1 ink length divided by the speed 1 imi t. The gamma distri­

bution corresponds to the delay experienced by the bus. The distribution has 

two parameters. The scale parameter, z, reflects t he duration of an average 

delay. The shape parameter, k, indicates the average number of interferences 

the bus wi 11 encounter per mile. 

While z Is relatively constant over different street types, obviously 

the k parameter can vary significantly for a bus trave ling on, say, an urban 

street versus a bus travel ing on an expressway. Hence the model allows for 

the input of the k and z parameters and the speed 1 imit for several different 

types of links. Additional detail on this issue can be found in Turnquist and 

Bowman (1979), 

In the macroscopic model then, if 1 ink j is of type i, the expected value 

and variance of in-motion time are as follows: 



where: 

E(y.) = L.(k.z. + 1/S.) 
J J I I I 

2 Var(y.) = L. k.(z.) 
j j I . I 

Y. ::: in-motion time 
J 

L. = length of l ink 
J 

s. = 
I 

speed 1 imi t on 

6 

of bus on l ink 

j 

1 ink type i 

k. , z. = gamma distribution paramete r s . I I 

( 2- I ) 

(2 - 2) 

j 

for l ink type 

At the option of the user, an alternative method of simulating 1 ink 

travel times can be used. This is referred to as the microscopic option. 

For a bus traveli ng on a route segment which is being simulated microscopically 

two impor tant sources of bus delay are reflected explicitly in the model: 

signalized intersections and traffic congestion. 

Traffic influences bus travel time through a relationship between traffic 

density and bus speed. This relat ionship is a modified version of the function 

suggested by Radelat (1973), and is i l lustrated in Figure 2-1. This function 

is used to compute the expected value of bus cruising speed. The act~a l bus 

cruising speed is assumed to be a random variable normally distributed around 

the expected value with a standard deviation of 4 miles per hour (Radela t, 

1973, pg. 79). The traffic density is determined by dividing the traffic 

volume for any given block by the length and number of lanes of the block. 

Just as traffic volumes affect bus speeds, the presence of buses affects 

. the movement of traffic. This is reflected in the model through representation 

of activities at intersections and bus stops. A bus stoppi ng at an unp rotected 

bus stop will often block one lane of traffic. Th is is reflected in the model 

in the simulation of traffic movement. Additional detail on the mode l repre­

sentation of activities at protected and unprotected bus stops, and at inter­

sections, is contained in the Simulation Model User 1 s Manual (Jordan and 

Turnquist, 1980). 

Exp I icit representation of traffic congestion and i ntersections is 

important both because it prov ides a description of major sources of variation 

in bus travel times, and also because it provides the ability to test several 

promising strategies for reducing this variation, including changes in signal 

progression, signa l preemption, etc . Such tests are discussed more fully in 

Chapters 5 through 8. 
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2.4 Passenger Arrivals at Bus Stops 

Passenger arrivals at a bus stop are allowed to fol low one of two 

different processes in the simulation model. The simplest is the traditional 

one, assuming arrivals follow a Poisson process and are uncoordinated with 

the bus schedule for the stop. This random arrival pattern is an accura t e 

representation of reality only when bus headways are short or se rvice i s very 

unreliable (Jolliffe and Hutchinson, 1975). It is assumed that the average arr ival 

rate, the parameter of the Poisson process, does not vary over the simulation period. 

Alternatively, passenger arrivals may be coordinated with the bus schedule. 

This passenger-choice model has been described previously by Turnquist and 

Bowman (1979). Considering a schedule headway interval of length H, a passenger 

arriving in this interval is assumed to have a probabil i ty density function 

of arriving at time t, 0 < t < H, given by: 

where: 

f(t) e 
u ( t) 

= fH u(t) 
0 e 

u(t) = the passenger's uti 1 ity for arriving at time t. 

( 2- 3) 

This uti 1 ity function is assumed to be related to the passenger's expected 

wait time when arriving at time t. Based on empirical tests described by 

Turnquist and Bowman (1979), a useful functional form is: 

(2-4) 

where: E(Wt) = expected wa i t time for a passenger arriving at time t 

c = constant coefficient. 

When aggregated over a population of users, this probabi 1 ity density f unction. 

becomes a time-varying arrival rate of passengers at the bus stop. This rate 

function is used as the basis for simulating passenger arrivals as a non-

stationary Poisson process. 

The importance of this passenger-choice model is that it provides a 

better estimate of the effects of service frequency and rel i ability on passenger 

wait time than does the traditional random arrival model. This is ill ustrated 

graphical ly in Figures 2-2 and 2-3. 
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Note that the passenger-choice arrival mode l i nd icates a ~uch grea t er 

sensitivity to schedule deviation, and a much lower sensi ti vity to frequency, 

than does the random arrival model. This d i fference is extremel y important, 

for it indicates that the benefits of service reliabi l ity improvements may be 

much greater than previously predicted. On the other hand, the wait time 

reductions from simply adding vehic l es to improve frequency of se rv i ce wi thout 

attempting to control schedule adherence, are 1 i kely to be much less t han 

predicted by a simple random arrival mode l . The implications for appropr iate 

service improvement strategies by transit operator could be very signif i cant. 

2.5 Passenger Origin-Destination Trip Statistics 

The abi 1 ity to trace passenger movements from origin to dest i nation, and 

to develop statistics related to this entire trip, is an important feat ure of 

the simulation model. Many previous models have e i ther been single-route 

oriented, or network models which deal with "unlinked" trips. In either case, 

the ability of the model to test implications of various service changes on 

transfer trips is extremely 1 imited . 
• 

Ku lash (1971), for example, made use of · a network s imulation model in the 

analysis of system capacities, but due to his different needs he permit t ed the 

steps in a passenger's tr ip through the network to be " d isconnected." The 

advantage of breaking a traveler 1 s trip into sections is the abi li ty to repre­

sent a multi-step trip as several independent no- transfer trips. Zonal trip 

generation rates are adjusted to account for additional trips created by 

passenger transfers. Then, instead of deciding whether each individual passenger 

is to be terminated or transfer red, a percentage of the passengers remaini ng 

on the vehicle are simply terminated at each stop. In this research, however, 

analysis of the effects of service reliability on transfers requ i res statist ics 

on transfer times and overal 1 origin-destination (0-D) t r avel times. Each 

passenger, therefore, is · fol lowed through the system until arrival at the 

final destination. 

The model produces several summary statist ics on transfers and 0-D 

level-of-service automatically. One of the most useful outputs is a h isto­

gram 0f effective 0-D trip speed through the system. An example of t h is 

output is shown in Figure 2-4. 
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The advantage of using speed as a measure, rather than time, is that 

aggregating trip time statistics for 0-D pairs of different trip length 

tends to confuse rather than clarify the meaning of the output. However, 

speed mea.sures are not subject to this prob1em, and thus provide useful summary 

statistics . By looking for strategies which tend to improve both the mean and 

variance of the speed distribution, the mode l user can ident i fy prom i sing 

service improvement policies . 

In addition to the summary 0-D trip statistics produced automatically , 

the model also writes a separate, detailed passenger movement file which can 

be analyzed off-1 ine. This file contains a record for each passenger that used 

the system dur ing the simulation run, and includes information on or ig i n stop, 

destination stop, transfer stops (if any) , and arrival and departure times for 

each stop in the trip. This data can provide the bas i s for detailed analys i s 

of wait times, transfer times, in-vehicle times, number o f transfers, etc. 

It also allows such analyses to be segmented by trip length, number of trans­

fers, 0-D pair, etc. Because of the size of this data file, it is not printed 

with the simulation output, but is written to a scratch unit which can be saved 

on disk or tape . 

2.6 Simulation of Control Strategies 

Several possible strategies are available for the control of buses that 

have potential for improving reliability. Some of them, such as signal pre-

emption, attempt to reduce the number and size of delays a bus must face. 

Others, such as vehicle holding strategies, attempt to minimize the conse­

quences of those delays. Many of the strategies have other benefits in 

addition to reliab~l ity improvement, principa ll y reduced travel time. Seve ral 

are among the Transportation Systems Management (TSM) options that are being 

encouraged by the U.S. Department of Transportation. 

Table 2-1 indicates a number of potent ial strategies, inc luding bot h 

those which are "planning-oriented" and those which would be active i n "rea l ­

time." In general, the distinction is that planning strategies involve c hanges 

in operations of a persistent nature. For example, changes i n route structure, 

such as zone scheduling, have substantial long- term effects on the characte r o f 

operations, and the decision to make such a change is the result of t he serv i ce 
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planning process. On the other hand, real-time control measu res, such as the 

holding strateg ies, are designed to act quickly ta remedy specific problems. 

These actions have immediate effects, bu t seldom exert any i nfluence on the 

general nature of operations over a longer time period . 

Table 2-1. Potential Strategies fo r Improvement of Reliab il ity 

1. Headway-based holding strategies. 

2. Schedule-based holding strategies. 

3. Zone scheduling of routes. 

4. Reductions in the number of stops per mile of route. 

5. Changes in signal timing to make progressive s ignalization 
oriented to speed of buses. 

6. Reserved lanes for transit vehicles. 

7. Signal preemption for buses. 

8. Reschedu l ing for lower frequency of service and holding 
extra buses for fill-in duty. 

9. Reduce pol icy volume/capacity rat io at peak load poin t. 

10. More precisely timed dispatching at terminals. 

Each of the strategies in Tab l e 2-1, or combinations thereof, can be 

tested quite readily with the simulation model. Thus, the model developed 

in this project provides a more flexible environment for testing of a variety 

of service-improvement strategies than has been available previously. Chapters 

5 through 8 of this report describe detailed testing of many of these strategies 

~sing both analytic models and the simulat ion model. 

2. 7 Summary • 

The simulation model developed in this project is the result of an effort 

to construct a flexib le, understandable and relatively easy-to-use model of 

bus transit network operations. The preceding sections have described the 

major elements of the model, concentrating on those which distinguish it from 

earlier simulations of bus systems. These elements are: 1) the f 1 ex i b i 1 i ty of 

network rep resen tation; 2) options ava i lable to the user for simulat i ng vehicle 

mov e-nents over l inks; 3) t he passenger-choice arrival model ; 4) the ability to 

trace passengers throug h the network ; and 5) the ability to tes t a wide variety 
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of potentia l contro l strategies. Additional detail on all the elements of 

model structure, and specific instructions for use of the model, are con tained 

in the User's Manual (Jordan and Turnquist. 1980) which complement s th i s report. 

An important aspect of model-bu i lding in general, and simulation model i ng 

in particular, is the validation of the models aga inst real observations. This 

is especially cruc i al in simulation modeling because the models tend to be 

large, complex. and incorporate many component mode l s . Chapter 3 d iscusses 

the tests performed on the simulation model developed i n th i s project i n order 

to evaluate the val idity of the model structure. 
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CHAPTER 3 

SIMULATION MODEL VALIDATION 

Validation of the simulation mode l has been based on tests involving two 

existing systems - Evanston, Illinois, and Cincinnati, Ohio. In each case, 

comparison of observed and simulated performance of the system provides the 

basis for assessing model validity. 

Initial experiments were conducted with the Evanston route network. Th i s 

network is illustrated in Figure 3-1. 

Seven simulated morning rush hour periods were compared to seven days of 

observat ions collected in Evanston in 1974. Data were avai lab l e for a total 

of 21 stops in the. system. Analysis of the performance of the model addressed 

questions in three categories: 

l. Schedule Adherence: Do vehicle sc hedule deviations resemb l e those 
observed in the real system? 

2 . Transfer Volumes: 

3. Transfer Delay: 

Do zonal generation-attract ion rates result i n 
the desired l oadi ngs ? Do or i gi n-destination 
flows correspond to those observed? Are 
passenger route-choice decisions modeled 
correctly? 

How do the transfer times in the model correspond 
to those observed in the field? 

The tests have been described in detail previously (Turnquist and Bowman, 1979) 

and wi 11 not be repeated here. 

In genera l , the simulated results conformed quite well to the observed 

data from the Evanston system. The comparisons illustrated that it is easier 

to predict means than to pred i ct deviat ions f rom the mean, but even when deal­

ing with measures of deviation the simulation results were reasonably accurate. 

The validation exercises indicated one aspect in which the mode l could 

be improved sign if icantly. This involved the degree of schedu l e ad herence on 

departure from the dispatching point at a route terminal. This change was 

incorporated into the model before further tests were run. 

The second phase of model validation has involved testing the extended 

model with both macroscopic and mi croscopic representat ions of bus movement 

over 1 inks. This second phase has been based on data collected in Cincinnati, 

Ohio. The test network involves three routes i n the "Reading Road11 corridor, 

.. 
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along which the General Motors Urban Transportation Laboratory has i nsta l led 

automatic ve~icle monitoring (AVM) equipment. This has provided an excel lent 

data base against which to conduct further validation tests. The test network 

is i 1 lustrated in Figure 3-2. 

The set of measures used in the second phase of testing is somewhat 

different f rom those used in the first tests in Evanston. This is a result 

of the heavy emphasis on transfers in the first phase, and the fact that 

transfers are uncommon i n the Cincinnati sub-network being examined. In 

addition, some data were avai !ab le in Cincinnati that were not available in 

Evanston, so measures relying on these data could be used. The four principal 

measures used in the Cincinnati tests are: 

1) mean deviation of buses from scheduled arrival time at each stop; 

2) standard deviation of the deviations from schedule by stop; 

3) average running time in each direction along each route; and 

4) average bus load leaving each stop. 

The first two of these measures reflect the degree to which the model 

represents t he distribution of bus arrival times at each stop. These distri­

butions are of great impo rtance in assessing the impacts of unreliable service 

on passenger wait times. The degree to which the model reflects the first two 

moments of these distributions is an important test of its ability to indicate 

the effects of control strategies. The third measure is a test of the l i nk 

travel time distributions and stop dwell time relationships embedded in the modE 

The last measure is somewhat dif ferent from the first three, in tha t it 

constitutes more a verification of internal cons istency in the model, than of 

val id model representation of reality. Because origin-destination (0-D) trip 

data were not available in Cincinnati, the 0-D trip table input to the mode l was 

_synthesized. Thus, the bus load measure provides a check on whether or not t h is 

model input was nearly correct, rather than being a true validation measure . 

Initial experiments were run on the model using the macroscopic 1 ink 

travel time option, as had been the case in the initial tests in Evanston. 

Figure 3-3 shows the mean deviations from schedule at each stop, plotted 

dgainst the observed values. In ~ach case, the means are taken over bus 

arrivals in a 3-hour period from 6:00-9c00 A.H. In general, the model 

predictions are quite good. A line to represent 11 predicted-observed11 is 

shown for comparison. The correlation coefficient between the model values 

and the observed values is .73. 

• 
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Figure 3-4 shows the relationship between predlcted and observed values 

of the standard deviation of the distribution of departures from schedule at 

each stop. The correlation between predicted and observed values is .48. 

The model is clearly reflecting some of the major differences among stops, 

but is not representing all of these distributions as accurately as might be 

desired. This will be discussed further, in the context of the microscopic model. 

Figure 3-5 illustrates the results for mean bus running ti me in each 

direction on each of the three routes. Once again, the results are generally 

good, with a correlation of .60. There i s one observation (route 43 outbound) 

for which the model predicts running time approximately 20% too long. However, 

this does not seem to indicate a serious problem with the model. The other 

predictions are quite close, and the one outlier represents the off-peak 

direction on this route, so it is likely to result from a local peculiarity 

on that route rather than from a substantial model shortcoming . 

The results on mean bus load are shown in Figure 3-6. The correlation 

coefficient between preducted and observed values is .99, indicating that the 

model is predicting 1 ink flows in the system very accurately, and that the 0-D 

trip table is approximately correct. 

On the basis of these tests, the macroscopic model has been judged to 

be acceptable. Its major weakness appears to be in representing the varia­

bility of deviations from schedule of bus arrivals at stops . It is precisely 

in this area that we would expect the microscopic model to provide an improvement. 

By reflecting the interactions of buses and the general vehicle stream more 

completely , and by explicit representation of signalized intersections, etc., 

we would expect the variability in bus travel times along a route segment to 

be reflected more accurately. This should translate into better representation 

of the _variabil ity of vehicle arrival times at stops. 

Figure 3-7 illustrates that this is indeeJ the case, showing predicted 

standard deviations by stop from the microscopic model plotted against the 

observed values. The correlation coefficient fnr these values is .78, indi­

cating a substantial improvement over the macroscopic model. lt should also 

be noted in this regard that the microscopic representation was applied to 

only a section of the network, from Clinton Springs Ave. to Government Square, a 

section used by all three routes. The remainder of the network had the same 

macroscopic representation as in earlier runs. Thus, by applying the micro-
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scopic representation to only a small key portion of the network, the overall 

results were improved substantially. It seems quite clear that the capabilities 

provided by the microscopic model are an important and valuable addition to 

the overall simulation. 

This test has also illustrated the ability of the model user to combine 

macroscopic and microscopic representations on different parts of a single 

network. By selecting key parts of the total network for more detailed repre­

sentation, the user can achieve much improved results with only a modest 

increase in data requirements and computer running time. 

The results presented here are the culmination of a sequence of tests, 

model revisions fol lowed by more tests, etc. Based on these measures, the 

resulting model appears to be a generally accurate representation of observed 

system performance, and may be accepted as a basis for further experiments. 
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CHAPTER 4 

SOURCES OF UNRELIABILITY AND IMPLICATIONS FOR CONTROL STRATEGIES 

Several previous studies (Newell and Potts, 1964; Vuchic, 1969a; Barnett, 

1974) have focused on reliability at single stops and along linear routes. In 

addition, there are a number of fundamental questions regarding the interactions 

of schedule reliability and system characteristics at the network leve l, which 

have received virtually no attention. One of the objectives of this research 

project has been to focus on the ways in which network characteristics affect 

schedule re liability, and hence the level of service experienced by the users. 

A set of experiments have been conducted to examine two relationsh i ps 

which seem to be of primary importance: 

l) the effect of factors contributing to the tendency for vehicles to 

bunch together as they travel; and 

2) the effect of network configu ration , as exemplified by grid versus 

radial networks, 

The first relationship to be considered has previously been addressed 

by Vuchic (1969a) using a deterministic model to explore the propagation of 

schedule disturbances along a. transit line. This model attempts to explain 

the pairing of successive vehicles, or "bunching," in terms of the arrival and 

boarding rates of passengers at stops. The conclusion reached is that the most 

effective means of controlling these schedule disturbances is to reduce board­

ing times. The present work extends that research by including the effect of 

"batch" passenger arrivals from connecting routes, and mo re importantly, the 

variability in link travel times. 

Grid and radial networks represent fundamentally different patterns of 

service. They will result in different trip routings, different lengths of 

trips on the network, and different transfer characteristics. Thus, it is 

vital to contrast the levels of service reliability offered by the two types 

of network structure. 

In order to reach conclusions on the two major relationships indicated 

above, a set of experiments was designed involving five factors: l ) frequency 

of service (buses/hour); 2) coefficient of variation of link travel time; 3) 
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demand/capacity ratio (total passenger-miles per hour d ivided by available 

"space" miles per hour -- both seated and s tanding -- on all vehicJes ) ; 4) 

route density (miles of two-way route per square mi l e); and 5) ne twork 

orientation (grid or radial) . Frequency of service was ass umed t o be t he 

same for all routes, and the coeffic ient of var iation in l i nk travel the 

same for all links in the network. 

The experimental design and details of the experimental results have been 

discussed at length by Turnquist and Bowman ( 1979), and wi l l not be repeated 

here. However, a summary of the major findings of the experiments i s con t ained 

in the following section. 

4. I Vehicle Bunching 

The effects of the factors which increase or decrease the tendency of 

vehicles to bunch when traveling along a bus route have a dominant impact on 

service reliability. Previous resea r ch on -this problem suggests that h igher 

frequency services should be more suscepti bl e to the tendency for vehicles to 

group together in their travel along routes (Osuna and Newell, 1972). 

Uneven spacing of vehicles is aggravated by the di f ferences in service 

delay result ing from more passengers arriving during longer service inte rvals, 

and relatively few passengers arriving during the shorter i ntervals . Thus, 

there is a tendency for long interva l s to get longer and short intervals 

shorter. This suggests that the level of user demand also plays an impor tant 

role in affecting the bunching of vehicles. The relative impact of passenger 

service delay will be the greatest when the spacing between vehicles is small. 

Thus, the effects of demand leve l and serv i ce frequency tend to reinforce 

each other. Frequent service is general l y associated with a high l evel of 

demand, and both of these factors tend to cause degradation of service 

reliability, as the del a ys for passenger boarding and alighting become a 

larger and larger portion of headway between vehic les. 

The experiments performed in this research have also indicated an 

additional , important factor - the coefficient of variation in li nk trave l 

times. This effect is somewhat more subtle, but important . When 1 ink t ravel 

time deviations are sroall, the primary source of variabil i ty in bus travel 
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times is boarding/alighting delays. Under these conditions, the interactions 

of demand level and service frequency, as described above, are the primary 

source of schedule disruptions. However , when travel t imes over links are 

also highly variable, this presents an additional source of disrupt ion to the 

schedule, as well as exacerbating the effects of boarding/alighting delays. 

Furthermore, the formatioD of vehicle bunches has an interesting counter­

effect on service disruptions when link travel times are highly variable. 

While bunching results in service disruption when link travel time deviations 

are small, it can also serve to limit the extent to which the service can 

deteriorate. As the deviations in link travel time increase, higher frequency 

services will experience bunching before low frequency services. As vehicles 

form clusters and ' 'leap-frog11 down the route, the collective platoons of buses 

will be less easily influenced by individual deviations in travel times than 

the buses were singly. The reason bunching under high link deviations helps 

to constrain the magnitude of the deviations from schedule is because cluster­

ing wi 11 occur sooner on high frequency routes. Vehicles on low frequency 

routes have to get further off schedu l e before clustering begins to limit the 

effects of the standard deviation of l ink travel t imes. 

Thus, the simulation experiments · indicate that a third factor, link 

travel time va riabil ity, also plays an important role with respect to vehicle 

bunching, th roug h its interactions with the frequency of service and level of 

demand. This is in addition to the obvious direct effect that travel time 

variability has on vehicle arrival time dev iations at stops. 

The formation of vehicle bunches leads to a deterioration of the dis­

tribution of headways between vehicles, as ill ustrated in Figure 4-1. We 

would generally expect the headway distribution to be symmetric and approximately 

norma l , However, when vehicles have bunched, the distribution becomes multi ­

modal, corresponding to relatively large probabilities o f very short headways 

(w ithi n bunches) and very long headways (between bunches). It is clear that 

this causes a substantial increase in the variance of t he headway d i stribut ion, 

even though the mean value may remain unchanged. 

This i ncrease in headway variance has a marked i mpact on passenger wait 

time, and the tendency of bunches to form on higher frequency routes means 

that increases in headway variaRce as serv i ce frequency i s increased counteract 

at least some of the anticipated benefits of reduced wa i t t ime for the lower 

average headways. Thus, s imply changing service frequency is likely to have 

less impact on passenger wait time than wou l d be predicted by a simp l e mode l . 
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On the other hand, policies to improve service reliability d irect l y are 

1 ikely to be much more beneficial than would be predicted by simple passenger 

wait time models. This is tbe point discussed in Section 2.4, and ill ustrated 

by Figure 2-2 (reproduced here for convenience as Figure 4-2 ). Therefore, 

transit operators seeking to allocate scarce resources most effectively to 

improve service would be well advised to consider efforts to improve service 

re l iabi 1 ity rather than simply i ncreasing frequency of service . 

4.2 Effect of Route Configuration on Passenger Transfers 

Network form and route density can be expected to have 1 ittle effect on 

vehicle travel time reliability. However, they do contribute to uncerta i nty 

of travel through their influence on transfers. Uncertainty in the arrival 

times at t he transfer point of both the bus from which the passenger is trans­

ferring and the bus he/she is boarding, suggests that transferring is an 

important source of overall trip unreliability. Thus, it is important to 

understand the effects of network struct u re on both the number of trans f ers 

which must be made , and the degree of reliability associated with each t ransfer. 

The effects of network form and route density on the expected number 

of transfers can be described most easily by considering the average number 

of transfers as the product of two terms: the probability of transferri ng, 

and the expected number of transfers given that a transfer must be made . This 

is shown in equation 4-1: 

E (X) = P (X > 1 ) • E (X IX > 1 ) ( 4- l) 

where: X = number of transfers per passenger trip . 

As route density increases, the probability of transferring also i n­

creases, since it is morel ikely that a traveler wil 1 utilize more t han one 

route in the shortest path from origin to destination. This resu lts from the 

fact that there are more routes serving the same total service area. However, 

as route density increases, it is also more 1 ikely that a single transfer wi 11 

connect any given or ig in and destination , and thus the conditional expected 

number of transfers decreases. Hence, the unconditional expected number of 

transfers is the product of one term which is increasing with inc reasi ng route 
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density, and a second which is decreasing. As a result of this balancing, the 

overall effect of route density on the expected number of transfers is relatively 

small. In our experiments on grid networks, expected transfers varied between 

.82 and .87 as route density changed. The range for radial networks wa s between 

.74 and .87. 

The major effect with which we must be concer ned is then the variabi l ity 

in time associated with each transfer, and not the total number of transfers 

encountered. The standard deviation of transfer times is most direct ly 

influenced by frequency of service, since this factor large ly determines the 

lengt h of wait associated with a missed connection. However, if this deviation 

is normalized by dividing by mean headway, the effects of net1,iork form and 

route density become more clear. 

In the experiments run, radial networks required 5.3% fewer transfers 

than grid networks on average, but the norma li zed uncertainty in t he l ength 

of a transfer delay was 12.7% higher. The comb i ned effect was an est imated 

6.7% greater uncertainty in the amount of delay to users from transferring 

in radial networks. The greater concentration of transfers at the center 

node of radial networks has a more disruptive effect on rel iabi 1 ity than 

does the more dispersed assignment of transfers which occurs in grid networks. 

4.3 Conclusions 

Understanding of the network relationships which influence.the rel iabil ity 

of service provides insight into potentia l approaches for service improvement. 

Reliabi 1 i ty of service, as af.fected by vehicle bunching, may be improved 

either by preventing bunches from forming, or by breaking them up after they 

form. The experiments performed in this research have indicated how vehicle 

bunching is related to frequency of service, level of demand and the variabi 1 ity 

of 1 ink travel times. In particular, these results i l lust rate the i mpo rtance 

of reducing 1 ink travel time variability in an effort to prevent bunches from 

forming. Th is represents a n extension to the results of Vuchic (1969a), which 

p laced primary emphasis on the demand/capacity ratio and boa r ding times. 

It is clear from the experimental resu l ts that service relia bi lity is 

much more sensitive to frequency of service than to route density. This 

implies that there are substantial re li abil i ty impacts of the trade-off 

between operating fewer routes at h igher f requency or more routes at lower 
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frequency, given a l i mited amount of vehicle resources. Traditionally, this 

trade-off has been evaluated using simplistic models of expected passenger 

wait time and the accessibility of transit service to users. However, the 

present work has shown that service re l iability is also an important factor 

in this trade-off and should be included i n the evaluation. 

This research has several practical implicat ions for transit operators 

attempting to improve the level of service provided to passengers. First, 

the presence of large variability in link travel times can reduce substantially 

the benefits resulting from increasing frequency of serv ice, due to the 

tendency of vehicles to bunch together along the route. In such cases, it 

is well worthwhile to investigate techniques for reducing this travel ti me 

variabi 1 i ty . 

The influence of transfers on level of service points out the need to 

pay special attention to the on-time arrival of vehic les at major t ransfer 

stations. This is especially true for radially-oriented network structures. 

As a rule , prov i ding excess slack time in the route schedule is to be avoided , 

due to its effect on slowing down travel time and vehicle productivity. How­

ever, where a large number of passenger transfers can be aided by creating 

enough slack time to assure successf:u l connections, allowing a short delay 

may be highly beneficial. 

4.4 Potential Strategies for Improv i ng Serv ice Reliabi l ity 

As discussed above, the major sources of r_eliabil i ty problems i n transit 

service are veh icle bunching and poor connections at transfer points. In a 

broad sense, then, the major obj ectives of control strategies are to keep 

bunches from forming (or to break them up after they have formed) and to 

ensure that scheduled arrival times at transfer points are met. At a more 

detailed level, deviations from schedule, which lead to bunch i ng and poor 

transfer connections, can be traced to excessive variability in either link 

travel times between stops, or dwell times at stops. Therefore, potential 

control strategies should be focused on reducing one or both of these sources 

of variabi I ity. 

.,.. 
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This investigation has concentrated on four general classes of strategies: 

1) vehicle holding; 

2) reductions in the number of stops served by each vehicle; 

3) modifications to traffic signal settings and operation; and 

4) provision of exclusive right-of-way for transit vehicles. 

Such a classification provides a useful framework for discussion of many 

individual strategies, and a comparison of their relative effectiveness in 

particular situations. 

The following chapters provide detailed discussions of each of these 

classes of control strategies, including both theoretical derivations and 

empirical test results. 
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CHAPTER 5 

VEHICLE HOLDING STRATEGIES 

Vehicle holding strategies attempt to prevent bunches from forming, and 

serve to break up bunches that may already have fo rmed . When enacted at major 

transfer points, such strategies can also be useful in ensuring that scheduled 

connections are made. 

Two important sub-classes of strateg ies can be distinguished. One type 

is oriented toward hold i ng vehic les to a particular schedule, and the second 

is focused on maintaining constant headways between successive vehicles. The 

schedule-based approach will be discussed f irst, followed by a discussion of 

headway-based methods. 

5. l Schedule-Based Holding 

A schedule-based holding strategy is nothing more than creating " check­

points" or "time points" along a bus ·route, and insisting that no vehicle 

leave a time point before its scheduled departure time. Th is is probably the 

simplest form of schedule control possible, and is practiced (at least in 

theory) by many transit operators. Theory and practice often differ, however, 

because of lack of enforcement. 

The keys to successful implementation of a schedule-based checkpoint 

strategy are: 1) to have a schedule to which vehicles have a reasonable 

chance to adhere, and 2) to enforce the rule of no early departures from the 

checkpoint. It is important that the mean arrival time of buses at the check­

point be approximately the scheduled time. If the schedule is un realis tic, 

so that vehicles are consistently late, this strategy wi 11 have 1 ittle or 

no effect since the control actions directly affect only those vehi cles 

which are ahead of schedule. On the other hand, it is inadvisable to have a 

schedule so slack that almost al 1 vehicles are early, since delaying al 1 these 

vehicles to meet the schedule of the slowest vehic les imposes penalties on a 

large number of passengers and reduces overal 1 vehicle speed and productiv i ty. 

The issue of enforcement is also important. Successful implementation 

of the pol icy requires that drivers have incentives to adhere to schedule, 

and t hat they are able to monitor their own degree of adherence. Appropriate 

... 

"' 
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incent i ves can often be provided by imposing penalties (monetary or otherwise) 

for early arrival at the end of a route. However, if such sanctions are to 

be imposed, it is also important to provide the means for drivers to monitor 

their own performance accurately. It is 1 ikely that if drivers must rely on 

their own watches for timekeeping, substantial variation from schedule will 

still exist even i f they are trying to maintain the schedule as closely as 

possible. This problem could be remedied through i nstallation of accurate 

clocks on the buses . Electronic digital clocks are extremely accurate, 

and relatively inexpensive. This would provide a standard for timekeeping, 

and a basis for judging whether or not penalties should be imposed on a given 

driver for departing from schedule. 

A schedule-based holding strategy can be particularly useful on suburban 

routes, or in other instances where headways are quite large. When service is 

relatively infrequent, passengers tend to learn the schedule and coordinate 

their arrival at the bus stop with the scheduled arrival time of the bus, so 
• as to minimize wait time. This has been described in detail in Chapter 2. In 

such cases, adherence to schedule by the buses is very important in provision 

of quality service to the passengers. The discussion in Chapter 2 also indi­

cated the magnitude of potential benefits from increasing adherence to schedule, 

as might be accomplished by a checkpoint strategy. 

5.2 Headway-Basecr Holding Strategies 

In situations where service is quite frequent, we might expect headway­

based holding strategies to be effective. lf service is frequent enough so 

that passengers may be assumed to arrive randomly in time at a given bus stop 

without regard to the schedule of service, the average waiting time, E(W), is 

[Welding, 1957]: 

where 

E(W) = E(H) + V(H) 
-2- 2E (H) 

E(H) = expected headway between successive vehicles 

V(H) = variance of headways. 

(5-1) 

It is clear from {S-1) that making the headways more regular (i.e., re­

ducing the variance) will tend to reduce average waiting time. This is the 

motivation for headway-based control strategies. 
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We wi 11 consider the case of control i n "steady-state'i t ime periods 

in which the headways scheduled are constant in. response to a constant demand 

for the service through the period. The term "steady-state" is used t o 

describe ·periods over wh i ch the underlying cond i tions a f fecting bus operations 

and passenger arrivals do not change, at least to an approx imation. We also 

assume that the appropr i ate number of vehicles has been scheduled for t he 

period that they all ~ust be dispatched within that per iod to provide sufficient 

capacity. 

In general, the objective of control is to minimize a weighted sum of 

headway variability and expected delay due to the hold i ng strategy. Consider 

specifically the weighted sum of passenger waiting ti me and i n-vehicle delay, 

E (~), when control has been instituted: 

• 
where: 

E(~ ) = (l - b) E(W") + bE(D) (5-2) 

E(W,..) = expected wait time after con t rol 

E(D) = expected delay to passengers who must ride through t he 
holding point 

b = a weighting constant, 0 < b < 1. 

The expected wait time after control can be written as f o l lows: 

E (H'') =-----
2 

(5-3) 

where H,.. is a random variable describing the headways a f ter control. S ince we 

are assuming that all vehicles must be dispatched during the ti me period under 

analysis, we can assert that: 

(S-4) 

That is, the average headway wi II not be affected by the control ac t ions. 

However, if the control is effec t ive, we should f ind that: 

( 5-5) 

wh ich would indicate a reduction in expec t ed passenger wait time . 

.., 
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One natural interpretation for the parameter, b, is that it is the pro­

portion of passengers delayed, out of al 1 those affected by the control 

strategy. However, the formulation is really quite general, s in ce b can be 

set to reflect any set of priorities on reduced variability vs. increased 

delay. It could take into account knowledge of the actual likely improvement 

in variance some distance after the contro1 point, different values of 

bus stop wa i ting time and in-vehicle deiays, or operating priorities 

independent of passenger time considerations. Throughout this analysis, b wil 1 

be assumed to be the proportion of passengers who must travel through the 

hold i ng point. Also, it will be assumed that each stop downstream of the 

control point experiences the same reduction in var iance. With these assump­

tions, we can write the net improvement in delay of the average passenger as 

fol lows: 

E(b."lP) = (1 - b) [ E(W) - E(W,..)] - b E(D) 

= 
( 1 - b) 
ZE(H) [V(H) - V(H''}] - b E(D) . (5-6) 

We wish to maximize E~~) by determining appropriate holds to be applied 

to vehicle 

saved, E;., 
I 

i, i = 1,2, ... ,n. Let us begin by finding the net passenger minutes 

achieved by holding the i th vehicle X. minutes. We define the 
• I • th th 

difference in arrival times at the control point between the I and the i-1 

bus to be the i th headway, H .. 
I 

The people who benefit from the holding of vehicle i are those who now 

can board bus i and otherwise would have had to wait for vehicle i + 1. The 

people who arrive at their stops just after the time bus i would have come 

had it not been held each save a wait Hi+l - Xi because they can now board 

the i th bus instead of bus i + I. (They save an additional amount of time if 

the i + 1st bus is held, but this factor is considered at the i + 1st holding 

decision.) 

Let Q be the total arrival rate (passengers/minute) of al I passengers 

on the route who travel beyond, or board the vehicle beyond, the control 

point. (The control has no effect on those people who disembark before the 

control point.) Then, on average, there are (l - b) QX. people who benefit, 
I 

so the expected passenger-minutes saved is (1 - b) QX. (H.+l - X.). 
I I I 
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The people who are penalized by the hold ing of bus i include those who 

were already waiting for the i th bus and now must wait another X. minutes 
I 

for it . They are the customers who arrived since vehicle i - 1 passed; on 

average, there are (1 - b) Q(H. - X. 
1

) of these people. Those already on the 
I I -

bus are also delayed an amount X. by the hold. The expected number of passen-
1 

gers on the bus is bQH . . 
I 

The net reduction in passenger minutes of delay from holdi ng decision 

is then: 

Note t hat: 

= expected net change in total delay during period 
expected number of passengers during period 

nE[~.] 
I 

= -Qn--E~(H~) 

so that maximizing E[.;.] is equivalent to maximizing E(6iµ), the overall 
I 

improvement in average passenger delay. 

5.2. l Optimal and Near-Optimal Strategies 

(S-7) 

(S-8) 

Theoretically, the decision on how much to hold the i th vehi cle should 

depend not only on the immediate benefits achievable, but also on the effect 

the hold wi II have on possible future benefits. (Note that equation (S-7) 
for~- contains X. 1.) If all headways were known, the exact solution would 

I I -

require a quadratic programming algorithm which would simultaneously determine 

all the expected future holds and X .. 
I 

To see what this solution would look I ike, consider the hypothetical 

case in which al I the headways are known and it is desired to find the set 

of holds that maximizes the total wait reduction. This problem may be written 

as fol lows: 

., 



subject to 

n 
max l 

i=l 

X. > 0 1 1 -

x = 0, 
0 

X = O. 
n 
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= 1 , 2 , ... , n- 1 

The problem is similar to the dispatching problem discussed by Bisbee 

~~- (1968) and Newell (1971) for the minimum wait solution to dispatching 

a given number of vehicles in response to a known demand patte r n. The 

solution is certainly feasible, but not particularly i nteresting, since i n a 

practical situation, the strategy must be implemented through time, and 

decisions on Xi mus t be made before Hi+l, Hi+Z' ... , H are known. 
n 

An alternative formulation is to .consider the problem as a dynamic pro­

gramming problem, treQting future unknown headways as random variables. Define 

g.(X. 
1

) as the maximum expected reduction in wait for vehicles i, i+l,., .,n, 
I I -

as a function of the previous hold, Xi-l' 

Then: 

g. (X. 1 ) = max{~.(X. 1) + E[gi+l (Xi)]} 
I I - I 1-

X. 
I 

(5-9) 

where: ~. (X. 1) ( 1 b) QX i (Hi+ 1 H. 
b X. X.) . = - - - TI Hi + -

I 1- I I - J I 

Given the last hold X. 
1

, we would 1 ike to find the X. that maxim i zes the 
I - I 

reduction in wait at this stage and the expected reduction at future stages. 

Rigorous solution of this recursion, however, is difficult. To illustrate 

this, consider the case where H. 
1
. is l"<nown at the time of decision i. Then 

1+ 

9 i ( X i - 1 ) = ;ax { si ( X i - 1 ) + f 9 i + 1 ( X i ) f { H i + 2 I H i + 1 ) d H i + 2} ' 

i 

( 5- 1 0) 
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where f(Hi+ 2 [Hi+l) is the probability distribution of Hi+2, given Hi+l· This 

is difficult to solve because the optimum Xi depends on the optimum Xi+I' 

which in turn depends on the yet unknown Hi+2 and Xi+
2 

and so on. Thus, the 

dynamic programming formulation does not lead directly to an implementable 

solution. 

It does, however, indicate the nature of some appropriate solutions 

that are 1 ikely to be near-optimal. Suppose, for example, we assumed that: 

dfgi+l (Xi) f(Hi+2jHi+l) dHi+2 

dX. 
I 

:: 0 (5-11) 

That is, we neglect the effect the hold X. has on subsequent holding decis ions 
I 

and wait reductions. This "decouples" the problem by mak ing the stages inde-

pendent, and allows us to attack the maximization of each stage separately. 

We find the X. that maximizes the immediate benefits~-: 
I I 

d~. 
I --= 

dX. (5-12) 
I 

(5-13 ) 

If Hi+l is small enough, the computed quantity on the right will be 

negative . Since vehicles can only be delayed, X. > 0. Because~- is concave 
I - I 

.in X., application of the 
I 

additional Kuhn-Tucker condition necessary to ensure 

X. 
I 

> 0 yields the result that the optimum hold when the quantity Hi+l - Hi -

b 
1-b Hi 
control 

+ X. 1 1-
is negative, is 

strategy is 

to not hold at al 1. Thus, one proposed near-optimal 

(5-14) 

A strategy similar to X~ has been referred to by Jackson (1977) and 
I 

Turnquist and Bowman (1979) as the 11 Prefol 11 pol i cy because it splits the 

difference between the ~vious and following headways, (Hi - Xi_ 1) and Hi+l . How­

ever, the policy evaluated previously did not incorpo rate the adjustment factor 

;_bb Hi, which reflects a consideration for the delay of the people on board 

the vehic le. 
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This pol icy requires a prediction of the arrival time of the fol lowing 

( ·1 + 1 st) veh ·1 cl e. A . . l l d . d . 1 utomat1c train contra systems cou prov, e tra i n a-

cation in rapid transit applications. For bus systems, location may 

be determined by Automatic Vehicle Monitoring (AVM) technologies. A pro­

jection of its speed to the control point would also be required. 

A less reliable, but much less expensive, prediction of the fqllowing 

headway would be its statistical expectation, E(H. 1!H.), based on the 
1+ I 

current headway. This suggests an alternative control pol icy: 

X~ = max{O, .5[E(H. 
1

1H.) - H. - lbb H. + Xs
1
._ 1 ] } (5- 15) 

I 1+ I 1 - I 

which will be referred to as the "Single Headway" policy. It is dependent 

only on the known current headway and previous hold. 

These near-optimal strategies neglect the effect of the current hold on 

subsequent holding decisions . T0 determine the impact of this, consider, for 

example, a situation in which two success ive vehicles are to be held. In this 

case, the holds should be such that all three headways affected should be equal. 

The Prefol pol icy would only make two of them equal. However, given the large 

variability in transit operations, the random errors in the predictions of 

future headways -- no matter how carefully made -- are li kely to overcome any 

benefits of a more sophisticated calculation and/or more extensive mon itoring 

equipment. The two policies proposed here are simple i n form and near enough 

to optimality to provide a large portion of the benef its possible with headway 

control. 

5.2.2 Characteristics of the Strategies 

It is illustrative to consider a simple example of how each strategy 

would work. Let us first examine an example of the Prefol strategy. Suppose 

buses are scheduled to arrive every six minutes at a downtown stop in the after­

noon peak. Because of reliability problems that have accumulated through the 

day, the buses arrive erratically, resulting in long passenger queues and some 

underloaded and some overloaded vehicles. Because few peop l e are yet on the 

buses traveling outbound, some type of headway control may be effective; few 

people would be delayed. The enactment of a Prefol strategy would require 

monitoring equipment capable of locating the fol lowing bus. Because there are 

few people boarding before the control stop, the time of arrival of the 
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following bus can be predicted with relative confidence. The prediction tech­

nique and the Prefol pol icy, with b = 0, gives: 

This is equivalent to saying that the i th vehicle is held until the previous 

headway Hi - Xi-l + Xi is equal to the projected following interval Hi+! - Xi. 

The control might be carried out manually by a "starter" on the street, or 

displayed on a variable~message sign at the stop, directing the driver when 

to leave. 

An example sequence of vehicle intervals is shown i n Figure 5-1. A 

?-minute headway is projected to follow a 3-minute headway. The vehicle is 

held until both the previous and follow ing headways are equal to 5 minutes 

(X~ = .5(7 - 3 + 0) = 2). The next vehicle is not held because the decision 
I 

criterion, .5(3 - 7 + 2) = -1, is negative. 

The Single Headway policy might be enacted if information on the current 

position of the following vehicle is unavailable. The only required capability 

is a device or a person at the control point to recognize the presence of a 

vehicle from the controlled li ne, remember successive arrival times, and cal­

culate the hold. In a bus system, this person or device may also indicate to 

the driver when he can proceed from the holding point. 

Consider again the sequence of headways in Figure 5-1. If the following 

headway is predicted simply to be the average (6 min.) the Single Headway 

pol icy would hold the fi rst vehicle: 

• 5 [ E (H • 1 I H • ) - H • + X • 
1 

] = . 5 ( 6 - 3 + 0 ) = 1. 5 m i n • 
1+ I I 1-

The next vehicle would be held .25 minutes. Note that the Single Headway 

strategy does not reduce variability as much as the "more informed" Prefol 

strategy in this example, although the difference is relatively small. 

The proposed Prefol po l icy has several appealing features, First of 

all, it is a robust strategy. If the prediction of H. 
1 

is accurate, and if 
1+ 

the expected number of passengers arrive, the immediate reduction in delay, 

f,;., is always positive or zero. 
I Strategies based on less information -- such 

as the Single Headway pol icy -- will actually increase the total delay (i.e. 

;. will be negative) in a certain portion of the decisions; t hey are only 
I 

optimal "on the average." 

.. 
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Time----~-

~3 min - .. -1 ..... -- 7 min ----•-l•-3 min--! Headways before 
control 

® 0 X 
~ 

------------®-----o---
2 min 

~ 5 min- )111· 5 min ~ Headways ofter control 

Figure 5-l(a). Example holding by Prefol strategy. 

Time ____ ...,._ 

j+- 3 min --1•-! •--- 7 min --~l•-3 min~ Headways before 
control 

®-~O>--~-w-X----___,,~ -- -

I .5 min .25 min 

~4.5 min .. !,. 5.75 min ---►I Headways ofter control 

Figure 5-l(b). Example holding by Single Headway strategy. 
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The only parameter of the Prefol policy is band the same dec i sion rule 

is applied regardless of the average headway. This impl i es that the strategy 

may work reasonably well in changing conditions when sta t ist ics necessary for 

other strategies may be unreliab le. In a non-steady-state period, when passen­

ger arriva l s and scheduled headways are changing, the Prefol strategy will 

continue to work well as long as the passenger arrival rate doesn 1 t change too 

rapidly from one bus to its follower. 

The success of the strategy wil I depend on the accuracy wit h which the 

arrival time of the following bus is predicted. This might be based, as i n 

the above example, on the follower ' s position (e.g., as shown on a computer 

display) or, more crudely, on a rneasufement of t he headway a t an upst ream 

monitoring point. An upper bound on the benefits of control is available by 

assuming that H. 1 is known exactly. The Si ngle Headway strategy, since it 
1+ 

substitutes an expected value for H. 1, provides a lower bound on the success 
1+ 

of Prefol by representing the case where the prediction accu r acy is poor. 

Note that a Prefo l implementation would not increase t he average headway, 

since no vehicle is held past the arrival of its fol lower. (Technical l y, t he 

average heqdway is increased by a small amount if the last bus is held past 

the end of the period.) 

Both the Prefol and the Single Headway policies are likel y 

to be more effective than 11 threshold-based11 holding strategies. The strategy 
11 hold until the headway reaches a minimum threshold" has often been suggested, 

and modeled in the 1 iterature (Barnett, 1974; Jackson, 1974; Koffman, 1978; 

Turnquist and Bowman, 1979) . Si mulation work has indicated that th i s strategy 

tends to delay too many vehicles too long, increasing t he average headway and 

sometimes actually lengthening passenger wait time. See, for examp le, Jackson 

{1974), Koffman (1978), and Turnquist and Bowman (1979). 

. " 
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By imposing two additional constraints on the Single Headway policy, we 

can derive a threshold-type pol icy. We assume first, that E(H.+l IH.) is equal 
b I • I 

to the unconditional mean, E(H), and second, that the term l-b Hi 1s equal to 

its expected value, l~b ~(H). The Single Headway policy then becomes 

s [ (1 - 2b 
\ = max O, . 5 l - b 

(5-16) 

which is a threshold-type pol icy. Tornquist and Blume (1980) have shown this 

to be an optimum threshold, among holding strategies of this type, but it should 

be noted that such policies impose two additional constraints (assumptions) 

beyond those required for derivation of the Single Headway policy. Since the 

Single Headway policy is less constrained, it will yield at least as good a 

solution as any threshold-type pol icy, and in genera l will be superior. The 

Single Headway policy, in turn, provides a lower bound on the effectiveness of 

the Prefol pol icy. 

5.2.3 Potential Effec tiveness of Headway Controls 

In the last section, two near-optimal headway control strategies were 

derived: the Prefol and Single Headway policies. In this section, we focus 

on the magnitude of the improvement in service quality that can be expected 

if the strategies are implemented on a given transit 1 ine. The benefits 

depend on the current unreliability of the route, measured by the coefficient 

of variation in headways; the degree of statistical correlation between 

successive headways; and the proportion of passengers on board at the control 

point. 

5.2.3.1 Improvement in Average Passenger Delay With the Prefol Strategy 

As defined earlier, the expected reduction in overall delay to al l 

passengers from holding vehicle X. minutes is: 
I 

(5-8) 

where: b E( c;.) = (1 - b) QE(X.(H.+l - H. - -
1 

b H. + X. l - X.)] 
I I I . I - I I - I 

(5- 17) 

Recall that t;
1 

is the net savings in total passenger-minutes achieved by 

holding the ; th bus X. minutes . It is the reduction in total wait, minus 
I 

the increase in total delay, from holding vehicle i . 
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We want to find E(6¢) for the Prefol pol icy of X. = X~, where X~ is 
I I I 

given by: 

f max[O, . 5 (H. l H. b 
+ x~ -1) L 1 , 2, ... , n-1 I - - TI Hi = 

xP l 
1+ I (S-14) = 

I 
0 == 0, n·. 

The assumption that we don't hold the last bus, xP = 0, is a modeling convenience 
n 

to ensure that E(H~) is exactly equal to E(H.). let us denote E(6tji) for the 
I l 

Prefol policy_as E(61j/). 

In order not to obscure the major points, we give only the result here. 

The de ta i 1 s of the derivation of E (6,jl) a re given in Appendix A for the interested 

reader. 

where: 

The basic 

E (6 tjl p) 
E(H) 

C ::, -
p 

~ (c ) = 
p 

result is as fol lows: 

b2 
+ C2) 

C 2 
= 4 ( l -b) [ ( 1 ~ (C ) + _£_ exp(-l/2C )] 

p p rz:rr p 

1-b ~ ✓2 ( l-p) -b- E(H) 

probability that a normal random variable with coefficient 
of variation C is greater than zero 

p 
p = correlation coefficient between successive headways. 

(5-18) 

(S-19) 

The quantity /vTITT"!E(H) in equation (5-19) is simply the coefficient of variation 

in the headway distribution. Thus, we have the result that the relative 

benefits of holding depend on three factors: 1) the coefficient of variation 

of headways, 2) the correlation coefficient between successive headways, and 

3) the proportion of total passengers who must ride through the control point. 

Control of headways will make the greatest reduction in total delay when 

headways alternate (i.e., short, long, short, long, etc.). This happens on 

routes where vehicles are influenced substantially by the operation of the 

vehicle in front of them. For example, this would tend to be the case where 

loading delays are relatively more important than traffic congestion in deter­

mining overall vehicle operating speed. Routes in which pairing or bunching 

is prevalent would be of this type. In such a situation, holding a vehicle 

to lengthen a short headway also serves to reduce the long one which fol lows. 

Thus, the variance of headways is reduced by a greater amount for a given 

delay to the held vehicle than if a short headway might be fol lowed by 

another short headway. 



The extreme c~se is when the observed sequence of headways alternates 

between two discrete values. In this case, the sum of any two consecutive 

headways is a constant . That is, if one headway is two mi nutes too short, the 

next one must be two minutes too long. By the same argument, if the second 

headway is two minutes too long, the third must be two minutes too short, etc. 

In a statistical sense, successive headways are perfectly correlated (p = - 1), 

so that knowledge of one headway imp! ies knowledge of the entire se t. It is 

fo r this case that headway control will have max imum benefits. 

The opposite case is one in which headways between successive veh ic les 

are statistically independent (p = 0). This means that knowing a given headway 

is short gives us no additional information about the probabl e values for the 

next headway. Such a situation would arise, for example, when traff ic con­

ditions have a much greater effect on vehicle operations than does the loading 

time at stops. In this case control wi 11 be less effect ive, because we have no 

guarantee that by lengthening a short headway we are also reducing a long 

headway. We might be simp ly reducing another, already short, headway. This 

case of independent headways thus provides a lower bound on the e ffectiveness 

of control strategies. 

Figure 5- 2 illustrates sets of values of the headway coefficient of 

vari ation, headway correlation, and proportion of passengers de layed for which 

Prefol control could reduce average passenger delay by at least 10%. By 

analyzing the two extreme cases of independent headways and perf ectly correlated 

headways in detail, we can bound the regions of effectiveness for a class of 

headway control strategies, as shown in Figure 5-2. For situations in wh ich 

control produces benefits under the least favorable circumstances (p = O), we 

can be fairly confident that it wi 11 be beneficia l. On the other hand, there 

are situations in which it does not appear to be des irab le to cont ro l under 

the best of circumstances (p = -1) ; hence, control in these situations is un-

i ikely to be usefu l. There remains a middle region i n which control would 

probably produce benefits on routes where vehicles are substant iall y in f luenced 

by the vehicles in front of them, but not on routes where vehicles move 

relatively independently of one another. For situat ions in this region, more 

detailed and specialized analysis is required. 
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As an example of using Figure 5-2, if headways are independent (p = 0), 

and b = .2, the coefficient of variation in the headway distribution would 

have to be at least ,8 before Prefol control would yield a 10% reduction in 

average passenger delay. However, if headways are negatively correlated, 

control is more effective, and a 10% reduction in delay can be achieved at 

lowe r values of the coefficient of variation. At the extreme, when successive 

headways are perfectly correlated (p = - 1), a 10% reduction in delay could be 

achieved with a coefficient of variation as low as .45 when b = .2. 

A major implica tion of the result shown in Figure 5-2 is that it i s wise 

to control a route at a point where there are re latively few people on the 

vehicle and relatively many waiting to board at subsequent stops, in order 

that the value of b be smal l. Generally, this means that the control point 

should be located as early along the vehicle's route as possible. However, 

it is also generally recognized that reliability problems worsen as one pro­

ceeds along a route. If dispatching at the route origin is effective, the 

headways wi 11 be reasonably regular at the early stops along the route, imply­

ing that the coefficient of variation will be small. At stops f urt her along 

the route, however, the coefficient of variation in headways wil 1 tend t o be 

larger. Thus, the decision of whether or not to implement a control strategy 

is tied to identification of a logical control point a long the route. 

Each stop along a route will have a particular headway distribution (with 

implied coefficient of variation) and value of b associated with it. Thus, 

each stop could be plotted as a point in the space defined by these two vari­

ables, as shown in Figure 5- 3. Then, by looking at the "trajectory" of the 

route relative to the boundary values, the transit operator can make a 

decision about whether or not to control the route and, if so, where. For 

example, f or the route illustrated by Figure 5-3, Prefol control at stop 3 

might be worthwhile, but at stop 8 it is un l ikely to be beneficial. 

5.2.3.2 Improvement in Average Passenger Delay for the Si ngle Headway Strategy 

In the same way as we have analyzed potential effectiveness of the 

Prefol strategy, we can examine the effectiveness of the Single Headway s t rategy. 

Because the mathematics of the derivation are very similar to those for the 

Prefol strategy, we will omit the deta i ls, and simply present the result: 



1.0 

.8 

C 
0 

..... 
It! 
,._ 
It! .6 > 

\4,.. 

0 
..., 
C 
Q) 

u 
.... 

. 4 .... 
Cl) 

0 
u 
>-
Ill 
~ 

"O 

"' Q) 
:c .2 

0 

Control effective in 
this region 

52 

Control may be 
ef fect ive in this 
region 

- -0- - -0- - - -0- -
4 5 6 ---o,-

2 

0 1 

• 1 • 2 

7 

Control unlikely to be 
effective in this region 

. 3 .4 

proportion of passengers delayed 

Figure 5- 3. 11Trajectoryl 1 of a bus route, showing headway 
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where: C = 
s 

(1-b) (1-p) 
b 

lvTITT" 
E ( H) 
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(5-20 ) 

(5-2 1) 

Figure 5-4 shows the boundaries of t he 10% benefit regions for the Sing l e 

Headway strategy, along with those for the Prefol strategy. Note t hat the 

region for which the Single Headway strategy produces definite benef it s i s 

much srnal ler than that for the Prefol strategy. In general, the Sing l e Headway 

strategy is less effective than the Prefol strategy, because it uses no d i rect 

information about the following headway. However, the dif f erence between t he 

strategies diminishes asp~ -1. As the correlation between success i ve head­

ways becomes stronger, the predictabi l ity of the f ollowing headway i s i ncreasi ng. 

Thus, we need less actual information about it, because the current headwa y 

te l ls us more and more about what the fol lowi ng headway wil 1 be. 

with p = -1, the strategies become identical . 

5.3 Application of the Strategies 

I n t he 1 i m i t , 

Implementation of vehicle holding stra t egies on any given rou t e requ i res 

a sequence of steps: 

l) collection of data on mean and variance of observed headways at 

various stops along the route, and passenger boa rd i ng/a li ghting 

counts by stop; 

2) determination of the 11 tra jectoryl 1 of the route i n the manner 

illustrated in Figure 5-3; 

3) preliminary evaluation of whether any control is desirab le; if so, 

proceed to step 4; 

4) selection of control (Prefol or Single Headway) and location at 

which control will be exercised; 

S) test period with ma nual imp lementation a nd da ta col lec tion fo r 

thorough evaluation; 
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6) acquisition of monitoring hardware (if any required ) and assignment 

of personne 1; 

7) full scale implementation. 

It should be emphasized that in many cases, data on correlations between 

successive headways will not be required. While the overall effectiveness of 

the Prefol headway control pol icy will depend to some extent on the degree of 

correlation present, the value of the correlation coefficient is not required 

for calculation of the optimal strategy. For the Single Headway policy, know­

ledge of the autocorrelation coefficient improves the prediction of the fol lowing 

headway, and thus is of value. In general, analysis of autocorrelation in the 

headway sequences is most important if the situation is a marginal one in which 

control could prove beneficial if headways are highly correlated, but would not 

be otherwise. However, such rna.rginal situations are not prime candidates for 

control. It is advisable to begin such a program in a situation in which we 

are relatively confident of seeing significant results. 

As an example of the analysis, let us consider the portion of the Cincinnati 

route network used for model validation in Chapter 3. The route layout with potential 

control points, is shown in Figure 5-5. Figure 5-6 shows the "trajectories" · fo r each 

of the three inbound (toward Downtown) routes for the morning peak period. Since 

these trajectories lie we! 1 outside the boundary of the region for which headway-

based holding is attractive, these routes do not appear to be good candidates 

for implementation of such strategies. 

This is due to two principal reasons. F_i rst, the headways on these 

routes are relatively long, averaging about 15 minutes. This means that the 

standard deviation of the headway distribution would have to be quite large 

in order to make the coefficient of variation large enough to indica te that 

headway-based holding would be attractive. Furthermore, with such long head­

ways, it is doubtful that passenger arrivals are random, as assumed in the mode l, 

so headway-based holding strategies are likely to be less effective t han 

schedule-based holding. 
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Varsity Circle 

Epworth Ave. 

Route 43: Wyoming to Downtown 

Route 45: Swifton Shopping Center to Downtown 

Route 47: Varsity Circle to Downtown 

Wyoming Ave. 

Summit Ave. 

Swifton Shopping Ctr. 

California Ave. 

Clinton Springs Ave. 

Lincoln Ave. 

Downtown 

Figure 5-5. Route network from Cincinnati. 
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The second reason for the unattractiveness of headway-based holding in 

th is instance is that b tends to be relatively large for most stops. On 

each of these routes in the morning peak, a relatively large number of passen­

gers board each bus near the beginning of the route and ride al 1 the way down­

town. Thus, the proportion of passengers delayed by a ho lding strategy tends 

to be relatively large, indicating that such strategies are unlikely to be 

beneficial in this instance . 

s.4 Simulation of Schedule-Based Holding 

Since the schedule-based strategy appears more appropriate for this 

situation, two variations of this strategy were simulated using the simulation 

model described i n Chapter 2. In one case, holding was implemented for Route 

43 only, at the Summit stop, early in the route. In the second case, ho 1 ding 

was implemented at the Clinton Springs stop, and applied to all three inbound 

routes. 

Each test comprised five simulation runs, with each individual run cover­

ing a 3-hour morning peak period (6-9 A.M.). The results of the five runs 

for each strategy were then averaged, and compared to a 1 ike average for a 

base case in wh ich no holding was done. 

The reason for conducting five replications in each test is that the 

simulation model is stochastic. Therefore, the result from any experiment is 

a sample statistic describing the performance of the system in that experiment. 

However, this result must be viewed as a random variable with a distribution, 

and we must be concerned about the statistical confidence of conclusions 

reached on the basis of these results. This requires that we be able to estimate 

the variance of the mean predict i on value for any particular measure. 

Tests performed on the results of earlier model runs indicated substantial 

variabi 1 ity in several measures of interest from the model. For example, with 

respect to mean deviation from schedule in the bus arrival times, f or t he 

Ci ncinnati network the average value is approximately 75 seconds. Multiple 

runs were made to estimate the standard deviation in this prediction. The 

resulting value was approximat~ly 30 seconds. Thus, to reduce the coefficient 

of vM iation (standard deviation/mean) in a mean prediction of this va lue to .1 

would require at least 16 replications. This number could be reduced somewhat 

by use of variance reduction techniques in t he experimental design (see Fishm,an, 

1973), but it would probably be prudent to plan on 10 rep) ications for each 
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experiment. Alternatively, we could accept a somewhat higher level of vari­

ability in the results, and require fewer rep! ications. Accepting a coefficient 

of variation of . 15, for example, could reduce the required rep l ications to 7. 

With variance reduction techniques, this might be reduced to about 5. The 

increase in the coefficient of variation from. 1 to . 15 seems to be an 

acceptable price to pay for cutting the required rep] ications in half. Thus, 

the experimental layout is based on 5 replications of each conf iguration. 

The results of each test were similar, and indicated no significant 

benefits from schedule-based holding strategies for these routes. This is due 

in part to the relatively large number o~ passengers delayed, as discussed 

above, and in part to the fact that vehic l es were seldom early, and hence 

holding was infrequent. With a modified schedule, the results might be some­

what better, but it is 1 ikely that alternate strategies are much more attract i ve 

for this particular network. These alternatives are discussed i n subsequent 

Chapters. 

These tests should not be construed to indicate that veh icle holding 

strategies are never attractive. A set of tests has been performed on a 

particular real network to provide a sense of realism to the experiments with 

alternative strategies. It is to be expected that some strateg ies wil 1 work 

well in a given situation, while others will not. An example of a route for 

which holding strategies would be very effective could be constructed quite 

easily. 

5,5 Summary 

The purposes of the analysis methods described in this chapter are first, to 

provide tools with which routes can be evaluated for potential implementation 

of holding strategies, and second, to describe the nature of the holding decis ion 

rules, should such strategies appear attractive. Two major subgroups of 

strategies have been discussed: schedule-based holding and headway-based 

holding. 

The schedule-based 11 checkpoint11 strategy is very simple to implement 

and may be useful on long-headway routes where the schedule is sufficiently 

slack so as to make holding to schedule a reasonable procedure. The key 

elements of implementing such a pol icy are constructing a reasonable schedule 

as a goal _and enforcing adherence to that schedule. This enforcement requires 

both proper incentives for drivers and a mechanism for accurate monitoring of 

their performance. 
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For routes operating with shorter headways, two near-optima l headway-based 

control strategies have been deve loped. One strategy holds a vehic le until 

its ~ceding headway is as close as possible to its following headway, 

al lowing for an adjustment in consideration of the people delayed on the vehicle. 

Referred to as "Prefoi", it requires a prediction of the arrival time of the 

fol lowing vehicle. A similar strategy that is dependent only on the known 

magnitude of the current headway, called the 11 Single Headway" strategy, is 

also proposed. The strategies are simple in form, require 1 imited data about 

the route, and are near-optimal over a wide range of situations. 

Models of the effectiveness of the strategies indicate that they are sen­

sitive to three important characteristics of a control point: (1) the cur rent 

level of unreliability, as measured by the headway coeffic ient of variation; 

(2) the relationship between successive headways, measured by the correlation 

coefficient; and (3) the proportion of passengers who must ride through the 

cont ro 1 point. 

The Single Headway strategy performs less well than the Prefol strategy 

when vehicles arrive relatively independent of each other. As passenger load­

ing delays increase and successive headways become more dependent on each 

other, the Single Headway strategy prediction capability improves and it 

approaches the performance of the Prefol strategy. In any event, the 

Single Headway strategy requires less real-time information about the system, 

and could certainly be implemented without expensive AVM equipment. 

However, it should be noted that such equipment can be very useful i n the 

collection of the data required to evaluate whether or not headway-based control 

is likely to be effective, and in the des ign of the strategy if one is se l ected 

for implementation. The value of AVM equipment strictly for cont inual 

collection of data regarding system performance should not be underestimated. 
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CHAPTER 6 
STOP REDUCTION AND ZONE SCHEDULING 

Since a substantial portion of bus travel time is spent decelerating 

for stops, standing to allow boarding and alighting of passengers, waiting 

to re-enter the traffic stream and accelerating, reducing the number of 

stops made by each individual vehicle is one way of improving travel time . 

In addition, since the variability of stop dwell time is a major source of 

deviation from schedule, reducing the number of stops should improve reliability. 

This project has examined tw~ different ways in which to accomplish a reduction 

in the number of stops each bus makes. The first is increasing stop spacing 

by eliminating some stops along a route, and the second is zone scheduling. 

These are discussed individually in the following sections. 

6. 1 Increased Stop Spacing 

Increasing the spacing between stops is clearly one way to reduce the 

number of stops which must be made by each vehicle. The major disadvantage 

of increased stop spacing is that accessibility to the route is diminished. 

Passengers must walk further, on average, to get to a bus stop. This cost 

must be weighed against the improved travel time and rel iability, in order to 

arrive at optimal stop spacing decisions. 

Very I ittle work has been done in this regard fo r bus operations. 

Vuchic (l.969b) and Vuchic and Newel I (1968) have considered such problems 

for rapid transit lines, but reliability improvements were not among their 

measures of performance. Mohring (1972) discusses optimal stop spacing for 

urban bus routes, but in the context of a very simple model, and with no 

attention to reliability of service. 

Additional analysis is clearly necessary on this issue, since an 

important trade-off appears to exist between _travel time and reliability 

on one hand, and accessibi I ity on the other. This project has taken initia l 

steps in this direction, by examining the degree of travel time and reliability 

improvements whicrr might be attainable through an i nc rease in stop spacing. 

We have not, however, addressed the demand-re lated issues regarding the relative 

importance of travel time, reliability and accessibility i n traveler decis ion­

making. This question, and the resulting implications for optimal service 

design, requ ire further study. 
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Investigation of the potential service improvements which could result 

from increased stop spacing has included both analytic modeling and simulation 

tests. The analytic models demonstrate the general sensitivity of travel time 

and rel labil ity to stop spacing, and the simulation experiments provide more 

detailed analysis of specific changes in the " Reading Road" network from 

Cincinnati. 

6. l. l An~lytic Models of the Effects of Stop Spacing 

Stop spacing has impacts on the mean and variance of both wait time and 

in-vehicle time for passengers. The basic reason lfor its effect on average 

in-vehicle time is obvious - more stops along the route increase the average 

time to traverse a given distance. Stop spacing also affects the variance 

of in-vehicle time, because the time required for each stop Is variable; hence 

the total time a passenger spends on the vehicle becomes more variable as the 

number of stops increases. 

The effects of stop spacing on wait time are more subtle. The more 

stops there are along a route, the higher the variance in headways between 

successive vehicles tends to be. If service is frequent enoYgh so that we 

may assume random passenger arrivals, the impact of headway variance on 

expected wait time is indicated by equation (5-1), which is rewritten here. 

where: 

E(W) == E(H) + V(H) 
-2- 2E(H) 

E(W) = expected wait time 

E(H) = expected headway between successive vehicles 

V(H) = variance of headways. 

(5- 1) 

The variance in wait time at a stop has been derived by Friedman (1976): 

V (W) ( 6- 1 ) 

If the distribution of headways is symmetric, t he third moment of t he headway 

distribution, E ( H3) , is given by: 

(6-2) 

.. 
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Since headways may be expressed as the difference in two identically distri­

buted random variables (bus arrival times at a stop), t he assumpt ion of 

symmetry in the headway distribution is theoretically reasonable, Fur the r­

more, empirical evidence (Sterman, 1974) tends to confi rm th is. 

We see from (6-1) and (6-2) that the var iance of wait time is also 

directly affected by the headway variance. Thus, the stop spac i ng on a route 

affects at least four important service quality measures: mean and var iance 

of wait time, and mean and variance of i n- vehic le time. In order to describe 

these effects more precisely, we need to characterize the distributions of 

in-motion times on 1 inks and dwell times at stops for buses moving along a 

route. These components can then be put together to describe t he overall 

effects of stop spacing. 

6. 1. 1. 1 Vehicle and In- Motion and Owe! 1 Times 

A useful statistical model of vehicle in-mot ion times on 1 inks is the 

shifted gamma distribution described briefly in Section 2.3 of this report, 

and i n greater detail by Tu r nqu i st and Bowman (1979). Using this model , the 

mean and variance of bus in-motion times are given by equation (2-1 ) and (2-2) , 
reproduced here for convenience: 

where: 

E(y.) = L.(k . z . + 1/S.) 
J J I I I 

V(y.) = L. 
J ' J 

2 k. (z.) 
I I 

y . = in-mot ion time 
j 

L. = length of 1 ink 
J 

s. 
I 

=
0

speed 1 imi t on 

of bus on 1 ink j 

j 

1 inks of type i 

k . ,z. = gamma distribution parameters for l inks of type i. 
I I 

( 2- 1 ) 

(2-2) 

Dwell times at stops are a function of the numbers of boardi ng and 

alighting passengers served, and the service time per passenger. Bas i c models 

for dwell time in a var i ety of situat ions are given by Boardman and Kraft (1970) . 

A more recent study, focusing on board i ng passengers only, is reported in 

Jordan and Turnquist (1979). let us consider a mo rning peak period on a radial 

route termi na t i ng in the central business district (CBD), for purposes of 
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example. Most of t he passengers are 1 ike l y to be destined for t he route 

terminus in the CBO. Because the number of alighting passengers at any 

non- CBD stop is l i kely t o be sma11·, boarding times will tend to determine 

bus dwel 1 time. In this case, a simple, but relat i vely accurate, model of 

dwe l 1 t i mes i s: 

(6-3) 

where: y = dwell time 

N = number of passengers boarding 

2 
e = random error term with zero mean and variance a. 

Models of the form shown i n (6-3) have been calibrated by both Boardman and 

Kraft (1970) and Jordan and Turnquist (1979). 

If 8
0 

and 8
1 

are assumed cons t ant, the mean and variance of dwell t ime 

are g i ven by: 

E (Y) = 80 + 81 E(N) (6- 4) 

V(Y) = S~ V(N) + a2 (6-5) 

where: E (N) = expected number of passengers boa rdi ng 

V (N) = var_i ance of number of passengers boa rd i ng. 

Under the assumption that passenger arrivals are Poisson , E(N) and V(N) 

are, respectively: 

E(N ) = P E(H) (6-6) 

V (N ) = P E (H) + P2 V(H) (6-7) 

where: p = average passenger arrival rate 

E ( H) = expected headway between successive vehicles 

V(H ) = variance of headways. 

• 

• 
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Note that the largest component in the variance 

variance in boarding time for a given number of 

the variance in the actual number of passengers 

of dwel 1 time i s 
2 passengers (a), 

boarding (V(N) ) . 

not the 

but is due t o 

A1so note that the mean and variance of the headway distribution play 

a central role in determining the variance of dwell time at stops, This, in 

turn, reflects itself in the variance of wait and in-vehicle time .. Thus, 

before proceeding further, it is important to develop equat ions to character i ze 

the headway distribution. 

6. 1. 1 .2 The Distribution of Headways 

For 0ur purposes, it will be sufficient to characterize the headway 

distribution at each stop by its mean and variance. Since we assume that 

buses are dispatched regularly, and expected travel and dwel 1 times are the 

same for each bus, the expected value of headway at stop i is simply E(H), 

for all stops. 

The variance of the headway distribution is somewhat more comp! icated. 

We begin by expressing the headway at stop 

where: Y~ = dwell time of bus j at stop i 
I 

between buses j and j-1 as: 

~ a in-motion time of bus j from stop i+l to stop i. 

(6-8 ) 

Our notation of stop numbers imp! ies that the terminus of the route i s 

stop 1, with numbers increasing as we progress toward the beginning of t he route. 

Thus, a bus begins its run at stop n, and proceeds to n-1, n-2, etc. 

If we assume that in-motion t imes of successive buses over a given 1 ink 

are independent random variables, and are independent of dwel 1 times, we can 

write the variance of H., using the result from equat ion (6-5): 
t 

• • 1 
+ V(Y,) + V(Y,- ). 

l I 
(6-9) 



where: 

66 

81 = boarding time per passenger 

N~ = number of passengers boarding bus j at stop i 
I 

cr2 
a variance of dwell time, given number of boarding passengers. 

Evaluation of equation (6-9) requires that we have expressions for 

[ ( j j-1) (j j-1 
cov Hl+l, Ni+l - Ni+l 1 and cov Ni+!' Ni+l). These covariance terms are 

not zero, because of the 11pairing11 or "bunching" phenomenon. However, if 

we assume that the sums of two consecutive headways are essentially constant 

(that is, there is no long term delay propagation along the route), we can 

derive expressions for these covariance terms. The algebra is quite tedious, 

but produces the following results: 

(6-10) 

( 6-1 I ) 

where: Pi+l = passenger arrival rate at stop i+l. 

We may substitute (6-10) and (6-J 1) into (6-9), along with the variance 

of in-motion time given by (2-2) and the variance of the number of boarding 

passengers from (6-7). This produces the following result: 

{ 6- 12) 

Note that we have denoted link i (with length L.) as connecting stops i and i+l. 
I 

Equation (6-12) gives the variance in headway between consecutive ly 

dispatched buses j and j+l at stop i. However, if passing had occurred these 

buses may not arrive successively or i n the dispatched order at stop i. In 

this case, the headway from bus j to bus j+l will not be relevant to passenger 

wait time. Passing is to be expected when the standard deviation of headways 

approaches E(H) (i.e. , when V(H 1) = [E(H)] 2). At this point, bus arrivals at 

stop i are Poisson. Empirical observations by Holroyd and Scaggs (1966) 

indicate that [E(H)J 2 is a probable upper bound on effective headway variance. 

Thus, the variance used in the model is as follows: 

t, 
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V.,(H.) = min{V(H., [E(H)J 2}. 
l l 

(6-13) 

The result in equation (6-13) allows us to evaluate the variance of 

dwell times, and resultant effects on variance of in-vehicle time. It also 

allows evaluation of the mean and variance of wait times. We will first use 

this result to discuss the effects of stop spacing on in-vehicle time. 

6. I. I . 3 Mean and Variance of In-Vehicle Time 

Travel time over a route is the sum of in-motion and dwell time. If 

a route (or the portion of a route over which a given traveler rides) has n 

1 inks, with n-1 intermediate stops, we can use the results of the previous 

sections to write in-vehicle time as fol lows: 

The 

n n-1 
T = 

n I Y1 + (n-1)80 + I (B 1N1 + e.) . 
i=l i=l l 

expected value of T is then given by: n 

l 
n-1 

E(T) = (kz + -)D + (n-l)S + 61 E (H) I n s 0 
i=l 

P. 
I 

where: D = length of the route (or a travelers trip). 

(6-14) 

(6-15) 

Note that expected in-vehicle time, as given by (6-15), is linearly 

related to both distance traveled (D) and the number of stops (n). For a given 

n, average time is a 1 inear function of distance, of the form: 

where: 

E(Tn) = t 0 + r D 

n-1 
t 0 = (n-1)60 + s1 E(H) I 

i=l 

r = kz + s 

P. 
I 

Rewriting (6-16) in the form of average speed, we have 

average speed D 
= E(T) = 

n 

D 

(6- 16) 

(6-17) 
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Average speed, for given n, clearly increases as D increases, reflect i ng 

the fact that the same number of stops are spread over a longe r distance, or 

stop spacing has increased . An alternative way of seeing the same result is 

to consider the effect of chang i ng n and keeping D fi xed. Increas i ng n 

(reducing stop spacing) will increase t
0 

(since s
0 

> 0), and hence will decrease 

average speed. 

The effects of stop spacing on the variance of in-vehicle time can be 

determined using equation (6-14), and subs t ituting results from equa t ions (2-2) 

and (6-7) . The variance of T is: 
n 

n 2 n- 1 2 V (T ) = I V (-y . ) + Sl I V (N.) + (n-l)o n 
i=l 

I 
i= l I 

2 n- 2 n- 1 n- 1 n 
+ 28 1 I I cov (N. , N.) + 261 I CCV (N., I y.). ( 6- 1 8) 

i=l j=i+l I J i= l I j=i J 

The variance$ of Y. and N. are obtained from equations (2-2) and (6-7) respective ly. 
I l 

Derivation of exp ressions for the covar i ance terms is tedious, but relatively 

straightforward, The details are omitted here, but the interested reader may 

refer to Jordan (1979) fo r the complete deviation. The resu l ting expression 

for V (T ) is: 
n 

where: 

V (T ) 
n 

2 
+ 261 

+ 2s1 

K(i,j) = 
j 

I 

n- 2 
I 

i=l 

kz2 

s=i+l 

n- 1 
I P.P. [l 

j=i+l I J 

n- 1 

I 
i=l 

j 

I 
r=s 

n 
p. c I L. ) 

I • • J j = l 

[ (2/3 ) r-s+l 
l 

+ K(i,j)]V(H.) 
J 

r 
IT 

q=s 
p ] . 

q 

( 6- 13) 

(6- 20) 

.. 
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While equation (6- 19) is complicated, evaluation fo r any parti cu la r 

value of n is straightforward. This expression al lows us to trace the eff ects 

of stop spacing on the variance of in-vehicle time. 

6. 1. 1 .4 Mean and Variance of Wait Time 

As indicated in equations (S-1), (6-1) and (6-2), the mean and 

variance of wait time depend very directly on the variance of the headway 

distribution. Thus , to trace the effects of stop spacing on wait time, we 

need to examine first the impacts on headway variance, as given by equations 

(6-12) and (6-13). 

Note that equation (6-12) is of the form: 

( 6- 21 ) 

where a> l and v > 0. Thus, the headway variance grows monotonica lly as we 

proceed stop-by-stop along the route, until we reach the bound indicated by 

equation (6-13). 

As stop spacing increases, v increases since it Is proport ional to 1 ink 

length. However, since the number of stops in a given length of route decreases, 

the overall rate of variance increase is smaller. Reductions in headway 

variance as a result of increased stop spacing translate directly into reduc­

tions i n the mean and variance of waiting time. Thus , there is reason to 

be! ieve that reducing the number of stops made by buses through increasing the 

stop spacing can improve service reliability. 

6. 1.2 Simulation Experiments With Increased Stop Spacing 

To explore this possibility in greater detai 1 for a specific situation, 

a series of simulation experiments were run. These experiments changed t he stop 

density along a 7. I km (4.4 mile) section of the Reading Road corr ido r in Cinci nnati, 

from Clinton Springs Ave. to Downtown. Over this section, al 1 three routes in 

the test network run together. The reader is referred to Figure 5-6 for a 

route diagram showing this section. 
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In the base case (reflecting existi ng operations), there are 36 stops in 

this section, for an average stop spacing of ,20 km (. 12 mi .). For the tests, 

17 of these stops were eliminated, resulting in an average stop spac ing of 

.37 km (.23 mi.). Th is section of the network ~,as simulated microscopically, 

with each individual stop and intersection represented exp l icitly. As in 

the previous simulation tests, five repl i cations of each configuration were 

run, and the averagt!s over these replications compared. 

The results show that average passenger speed over the system increased 

from 14. 1 km/h (8.8 mph) to 14.S l<.m/h (9.0 mph). This change, while in the 

right direction, is not statistically significant at any reasonable level of 

confidence, however. The standard deviation of passenger speed was unchanged, 

at 5.3 km/h (3.3 mph). 

Reducing stop density also appears to have made sma l I reductions in 

both the mean and standard deviation (or variance) of waiting time. Mean 

waiting time was reduced from 7.5 min. to 7.2 min., and the standard deviation 

from 7.7 min. to 7.0 min. However, as in the case of average passenger speed, 

these changes are not statistically significant. 

Thus, the simulation resu l ts with respect to reduced stop density are not 

particularly encouraging. However, deeper inspection of the simulation output 

showed that a major reason why eliminating stops had such small eff ects was 

that buses were stil l being slowed by traffic signals. Because of the signal 

settings, they could not take advantage of the potential reductions in travel 

time along the route they simply spent more time i n queues at traffic 

lights. In an attempt to rectify this, changes in both stop density and signal 

operation were made simultaneously. These results were more encou raging, and 

are discussed in greater detail in Chapter 7, along with the results of other 

changes involving signalization. 

6.2 Zone Schectu 1 i ng 

An alternative way of reduc i ng the number of stops each veh i cle mus t 

make, without increasing overall stop spacing, is to divide a route i nto 

"zones." Each zone is a set of consecut i ve stops with a subset of a l l the 

buses on the route allocated to it. An inbound bus, dispatched from the outer­

most stop in its zone, makes stops to pick up or let of f passengers within i ts 
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zone only, running non-stop to the route terminus after passing the inner 

zonal boundary. On its outward journey, the bus may provide l ocal service 

all a l ong the route, may trave l express to the innermost stop of its zone, 

where it would aga in begin to offer local service, or may travel express al l 

the way to the outer terminus of its zone and then begin another inbound run. 

Figure 6-1 depicts a zone scheduling scheme. Zones must overlap so that 

passengers bound from a stop in one zone to a stop in a di fferent zone , other 

than the route terminus, can transfer. 

Some obvious preconditions must exist for zone schedul ing- to be 

attractive. The benefits from zone scheduling accrue largely to passengers 

traveling to, or from, the route terminus - the stop at which all buses 

serving the route end their inbound express runs, Local passengers - those 

not starting or ending their trips at the route terminus - are not as well 

served by zone scheduling because they wi 11 frequently be forced to transfer 
\ 

and cannot take advantage of the express service offered. Zone scheduling 

will be useful when a large majority of bus route passengers from al 1 stops 

are bound for (or originate at) one stop. Such situations (referred to as 

many-to~one or one-to~many) often exist during peak periods in urban areas 

when workers are bound for the central business distr i ct (CBD) in the morn ing, 

or are exiting the CBD in the evening. A bus route operating during the 

morning peak period will be examined in this analysis, The analysis could 

pertain to evening peak period operations just as easily, however. 

Zone scheduling can improve both average bus speeds and rel iabi1ity 

in two ways: 

I. Average in-motion time and variability can be reduced by the non­

stop service offered for a portion of each bus 1s run under a zone 

scheduling scheme. Making this express run on 1 imited access roads 

reduces intersection and congestion delays relative to those 

experienced by buses operating locally along the entire route. 

2. The number of stops each bus makes can be reduced by introducing 

zone scheduling. Reductions in the number of stops will l essen 

both average bus dwell time and variabi l ity in this time. 

In this section, a model of an urban bus route is developed to test the 

effectiveness of zone scheduling as a means of improving service reliability. 

The model includes equations to express a bus route 1 s service reliability in 

terms of the in-motion and dwel I time distributions, bus route characteristics 
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I zone 1 I zone 2 ___ ,___ zone 3 7 
#stop ~. -◄ - ~-:.,._i>i=.=-==""~==~ ... ::.=::.=-~,.~====-E~-- -----~ 

Buses serving zone 2 
run non-stop between 
stops i and i 

Buses serving zone 2 
run local l y between 
stops i and k 

Figure 6-1. Structure of a zone scheduled route. 

Dn 

0- -o-- ·-- - -0- - ·-· - -0- -0-----0--- - -0--· -0 

*stop 1 2 fq=Cq-1 k k+i fq+1=Cq n-1 n=Cm 

(CBD) 

r zone 1 - - · r- zone q ~ ---zonem~ 

Figure 6-2. Bus route notation. 
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such as stop spacing and passenger arrival rates, and the zone structure imposed 

on the route (i.e., the manner in which the route is divided into zones and the 

allocation of buses among zones). A dynamic programming formulat ion is used to 

select the zone structure maximizing bus service rel iabi 1 ity for a given route. 

Hypothetically, service reliability can be improved at the expense of 

average level-of-service. For example, a zone scheduling strategy in which 

every stop is a separate zone could be very rel iable, but average wait times 

would be excessive. Therefore, a measure of average level of service, expected 

wait plus travel time totaled over al 1 passengers, is also computed. The 

tradeoff between this measure and the reliability measure can then be investigated. 

6.2. 1 Model Formulation 

We assume that passengers arrive at each stop, i, as a Poisson process 

with rate P .. 
I 

The rate is assumed constant over the period of interest. 

Further, al 1 passengers are assumed to be destined for the route terminus 

(e.g., the CBD), and board the first bus coming to their stop after they arrive. 

Finally, we assume that each bus stops at every stop in its local service area. 

In reality, not all passengers wi 11 have a common destination. The 

presence of passengers with destinations other than the route terminus compl i­

cates the analysis, but they can be incorporated into the model. Since there 

are many routes whose ridership patterns are such that the vast majority of 

passengers have a common destination, the model is developed on that basis. 

Incorporation of local and interzonal passengers is discussed in Section 6.2.3. 

Figure 6-2 shows a bus route labe l ed with the notation used in the mode l . 

The route has n stops and m zones numbered in ascending order from the i nner 

route terminus. Dk is the d~stance from stop k to the route end. Although 

only CBD-bound passengers are being considered, neighboring zones have a one 

stop overlap to accommodate transfers so that the inclusion of non-CBD bound 

riders can be accomplished easily. That is, the innermost stop of zone q, 

f , for q#l, overlaps with the outermost stop of zone q-1, C 1. It is assumed q q-
that all CBO-bound passengers arriving at this overlap stop board the bus 

from zone q, which immediately travels non-stop to the CBD. 

Buses serving zone q are dispatche<l from stop Cq with a constant 

headway h . It is assumed that buses are always dispatched on schedule. 
q 

This dispatch interval is calculated as fo l lows: 
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h = RT /b 
q q q 

b = the numbe r of buses serving zone q q 

RT = scheduled round trip time for buses in zone q. q 

( 6- 22) 

RT must be sufficiently large so that the assumption that buses are dis­q 

patched on schedule will be violated with very small probability. Such a • 

value for RT can be estimated by: 1) finding the in-motion time which q 
would be exceeded only a small percentage of the time from travel time dis-

tributions; 2) adding to this a dwell time required to board and alight a 

number of passengers equal to the bus capacity (assuming few people on the 

bus get off at stops other than the CBO); and 3) adding a layover period for 

the bus driver to rest at the end of the run. 

Several constraints are placed on the dispatch headway . First, a 

minimum level-of-service must be provided. This is represented by an upper 

bound on headway in each zone. 

h < H for all q. 
q - max (6-23) 

Second, headways must be adequate to meet zonal demand. Total capacity pro­

vided to zone q during the peak period is TN/h where T is the length of the 
q 

period modeled, and N is the capacity of a bus. Passenger arrivals are 

assumed Poisson so the mean and variance of total peak period zone q demand 

is T I P .. By approximating the cumulative Poisson distribution by a 
I i E:q 

normal distribution, a capacity constraint can be imposed such that capacity 

should exceed demand with a given probability: 

TN/h > T 
q- P. + Z (T 

I Ct 
for a 11 q (6-24) 

where: z0 = value exceeded with probability a by a standard normal random 
variable. 

Since demand is generally ,high during the morning peak period, the 

second constraint will usually dominate the first, 



75 

Another constraint affecting h results from the fixed number of buses, 
q 

B, serving the route. This imposes a fleet size constraint: 

m 

I 
q=l 

b = B. 
q 

(6-25) 

Both mean trip time and rel iabi 1 lty (measured by variance in trlp time) 

are functions of route characteristics (such as stop spacing, average passen­

ger arrival rates, etc.), parameters of the in-motion and dwell time distri­

butions, and the manner in which the route is divided into zones. The variables 

of interest in determining zone structure are: 

1) the number of zones into which the route i s divided, m; 

2) the stop number of the last stop in each zone, 

the zone in which each stop is located; and 

C , which determines 
q 

3) the number of buses serving each zone, b . 
q 

The zone structure, defined by these three variables, can be varied within 

the demand, capacity, and bus fleet size constraints on headway. Our objec­

tive is to find a zone structure which minimizes either average tri P. time or 

variance of trip time (or some combination of the two). 

There are many potential zone structures for any bus route. Dynamic 

programming is an efficient way of searching through the combinations of m, 

C , and b (for q=l tom) to determine the optimal one. The number of zones 
q q 

is the stage variable, and the last stop served and number of buses used are 

state variables. 

The dynamic programming formulation can be summarized as fol lows. 

-Define Fr(Cr' Br) to be the minimum total trip time (wait plus in-vehicle) 

for all passengers when the first Cr stops are divided into r zones and are 

served by Br buses. Br is defined as fol lows: 

B "' r 

r 

I 
q:l 

b 
q 

If we define wait time at stop r as W., and in-vehicle time from 
I 

to stop 1 as T., we can define total trip time, U., as their sum: 
I I 

U.=W.+T. 
I I I 

(6-26) 

(6-27) 
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with expectation: 

E (U.) =- E (W. ) + E (T. ) . 
I I l (6- 28) 

Expected wait time will be dependent on both the number of buses allocated to 

each zone and the zone structure, since these together determine headways. 

Expected in-vehicle time will be dependent solely on zone structure. 

For a single _zone (r~J) we clearly have the result: 

Cl 

Fl(Cl' 81) = T I 
i .. l 

P. E(U. IB1) . 
I I 

(6-29) 

For r>l, we -can develop a recursion. 

buses, we wish to find the first stop 
If we have a total of Cr stops and Br 

in zoner, denoted f, and the number r 
of buses allocated to zoner, denoted br. Stops I through fr-I will be 

organized into r~I zones and served by Br-br buses, as best as possible. This 

leads to the following recursion: 

F(C,B)= r r r min 
f , b 

r r 

[F 1{f-1,B-b)+-r r- r r r 

C r 

I 
i=f r 

p. E (U. I b ) ] . 
I I r (6- 30) 

Since in general, we might hypothesize that wait time is more onerous 

than in-vehicle time, we might choose to minimize a modified version of (6-30), 
using y. defined as: 

I 

y. = a W. + T
1 

, 
I I (6-31 ) 

where a is a weighting constant. This can be accomplished simply by replacing 

E(U.Jb) with E(y.jb) in equation (6-30) , 
1 r I r 

The problem of minimizing variance as a measure of reliab i lity can also 

be addressed using a simple modification of equation (6-30). This involves 

replacing E(U.Jb) with Var(U,[b ), defined as follows: 
1 r I r 

Var(U.) = Var{W.) + Var(T.) . (6-32) 
I I , I 

In this case also, one might hypothesize that the criterion of interest 

is not so much variance of total trip time, but some weighted combination of the 

variances of wait time and travel time. This could be reflected by us i ng 

Var(y.) instead of Var{U.). 
I I · 
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This dynamic progranming fo rmulation provides a convenient framework 

for optimizing zone structures. It may be applied effectively using the repre-

sentation of means and variances of both wait times and in-vehicle ti mes 

developed in sections 6.1.1.3 and 6.1.1.4. 

6.2.2 Model Application 

The use of this model is illustrated by applying it to an idealized 

representation of the Sheridan Road bus route located in Chicago. Some 

details on route form must be sacrificed to make the model com~utationally 

feasible. For a l ong route, like the one studied, including al 1 possible bus 

stops in the model would make an excessive number of computations necessary 

to determine the measures of reliability and level of service. Also, the model 

formulat ion considers every bus stop to be a potential zone boundary from 

which express service can be offered. However, only a few bus stops actually 

meet the requirement of being located at an access point to a limited access 

facility on which such an express run is made. 

For these two reasons bus stops in the model are aggregations of neighbor­

ing real-world stops. The aggregate stops are located at access points to an 

expressway in the modeled route,shown in Figure 6-3. The data required to 

implement the model are shown in Tables 6-1 to 6-3. 

Figure 6-4 shows the level of the reliabi lity measure as a function of 

the number of buses serving the bus route, Us i ng this same number of buses 

under the optimal zone scheduling strategy a 90% improvement in the reliability 

measure is achieved. However, as shown in Figure 6- 4, reducing the number 

of buses serving the route results in only a sl ight increase i n the measure 

relat ive to the all-local service value. That is, employing a zone scheduling 

strategy instead of all-local service can greatly improve reliability while 

simultaneously reducing the bus fleet requirements for the route . A parallel 

result for average trip time is illustrated in Figure 6-5, showing that vehicle 

productivity improvements from zone scheduling can simultaneously reduct fleet 

size and average travel time. 

Figure 6-6 shows the optimal zone structures for different bus fleet 

sizes. The zone structure is very stable as the number of buses is decreased 

from 120 to 70, the only difference being in the allocation of buses among 

zones. This finding has important practical imp] ications, as it indicates 

that transit operators can change the number of buses serving a zone-structured 

route without needing to change the entire bus operating pattern. 
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Figure 6-3. Route representation for modeY--application. 
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TABLE 6-1 

BUS STOP LOCATIONS 

Stop location Distance from CBO,Dk 

Howard (H) 
Devon (D) 
Ho 11 ywood ( HW) 
Foster (F) 
Wilson (W) 
Irving Park (IP) 
Belmont (B) 
Diversey (DY) 
Walton (WN) 

TABLE 6-2 

10.l miles 
8. 1 
7. 1 
6.3 
5.6 
4.8 
3. 1 
2. 6 
a.a 

MORNING PEAK ORIGINS AND DESTINATIONS (PASS./HOUR) 
i 

Destination 

WN DY B IP w F HW D 

500 2 2 3 8 5 0 13 
534 9 9 12 12 20 0 
233 0 0 0 0 0 
234 4 4 5 13 

67 15 15 20 
300 20 20 
700 17 
'?67 

2834 67 50 40 33 25 0 13 

Total 

533 
596 
233 
259 
117 
340 
717 
?n7 
3062 
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TABLE 6-3 

MODEL PARAMETER VALUES 

Bus Dwell Time Constants: 

8
0 

= regression constant= 2.25 seconds 

e1 = boarding time per passenger= 2.71 seconds 

2 cr = variance in dwell time for given n~mber of 
boarding passengers= 8.13 seconds 

Bus In-Motion Time Gamma Di stribution Parameters: 

kexpress = 2/mi1e 

klocal = 15/mile 

z = . 061 sect'lnds -1 

~=bus capacity= 70 passengers 

Hmax = maximum headway= 10 minutes 

, = peak period length= 180 minutes 

Free Flow Velocities: 

V express = 55 mi 1 es/ hour 

Vlocal = 30 mil es/ hour 

a = weight on expected wait time = 2 

g = weight on variance of wait time = 
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Figure 6-~. Service reliability as a function of fleet size. 
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zone# 1 2 3 4 5 6 7 8 

I) ..., ..., 
WN DY B IP w F HW 0 H 

# of buses 6 5 40 6 7 6 42 8 

using 120 buses 

zo ne# 1 2 3 4 5 6 7 8 -

0 

-# of buses 6 4 24 5 6 6 11 8 

using 70 buses 

Figur~ 6~6. Optimal zone structures for var i ous fleet si zes . 
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Close to the aximum number of zones are used to create the optima l 

zone structures shown in Figure 6-6. Since this might appear to be impractical 

to implement, it is of interest to examine the effect on the rel ia bi 1 ity 

measure of constraining the number of zones al lowed i n any zone structure. 

Figure 6-7 shows the impact of applying th i s constraint at different levels. 

The graph shows that the most signif icant improvement caused by zone schedul i ng 

is achieved simply by moving from al I-local to two-zone service. 70% of the 

overall improvement in the reliability measure is gained in this first step. 

This suggests that transit operators have considerable flexibi 1 ity in deter­

mining the exact zone structure they should implement to improve service. This 

flexibility can allow them to respond to factors which are important in a local 

situation but which are not included in the model. 

The sensitivity of model results to changes in important model 

parameters has also been analyzed. The in-motion time distribut ion is a 

key element of the model. The k/mile parameter of this gamma distribution i s 

defined differently for local and express 1 inks and potentially has a great 

influence on the attractiveness of zone scheduling in the model. Values of 

15 and 2 have been used fork/mile on local and express facil i ties, respectively. 

In the sensitivity analysis, the following combinations of values are used: 

k/m i 1 e - 1 oca 1 

15 

10 

10 

k/mile - express 

4 

2 

4 

Table 6-4 shows the analysis results upon rerunning the model with 

different parameter values. As would be expected, the absolute magnitude 

of the reliability measure changes significantly. However, the relative 

improvement resulting from using the optimal zone scheduling strategy over 

all-local service is very insensitive to the parameter changes. 

Additionally, the value passengers place on the variance in wait time 

relative to travel time variance could be argued to be greater than the value 

of 1 used in this model. Therefore, the model was rerun using w~ights of 2 

and 4 for the variance of wait time, denoted by g. The effect on the model 

results is shown in Table 6-S and Figure 6-8. The reliability improvements 

from zone scheduling are quite insensitive to this weighti ng factor, and the 

optimal zone s tructure almost unaffected . 
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86 

TABLE 6-4 

SENSITIVITY ANALYSIS ON k PARAMETER 

Total Total 
Vari a nee* % reduc. Trip Time** 0/ reduc. ,~ 

k/mi. : local=l5,express=2 
all-1 ocal service 192,500 350,700 
optimal zone ser. 19,080 90 127,600 64 

k/mi.: 1ocal=l5,express=4 
a 11-1 oca 1 service 192,500 350,700 
optimal zone ser. 28,260 85 160, l 00 54 

k/mi.: 1oca1=10,express=2 
a11-1 oca l service 126,300 273, l 00 
optimal zone ser. 16,740 87 122,600 55 

k/rni . : local=l0,express=4 
all-local service 126,300 273,100 
optimal zone ser. 25,250 80 154,300 44 

* passenger-minutes2 
**passenger-minutes 

TABLE 6-5 

SENSITIVITY ANALYSIS ON WEIGHT OF Var(W) 

g=l g=2 g=4 
all-local service 
Total Variance* 192,500 196,500 204,500 

optimal zone struc. 
Tota 1 Vari a nee* 19,080 27,420 44,020 

% reduction 90 86 78 

* passenger-minutes2 
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The possibility that average trip time was sacrificed to improve re-

l iabi 1 ity was examined in the fol lowing way. Two zone structures, one opti­

mizing the reliability measure, the other optimizing average trip time, were 

determined. The measure which was not optimized was computed for each zone 

structure. Figure 6-9 shows a plot of the two solutions including also the 

all-local service situation. Indeed, it is seen that to achieve the optimal 

aggregate rel iabi 1 ity (point B) the total expected wait plus in-vehicle time 

is increased by about 20% over the optimal average trip time solution {point 

A). However, the optimal aggregate reliability solution still provides about 

90% of the improvement that the optimal average trip time solution does, com­

pared to al 1-local service. In other words, the zone structure which minimized 

variance comes very close to minimizing average trip time, and vice versa, 

relative to al ]-local service. 

The zone structures associated with points A and Bon Figure 6-9 are 

shown in Figure 6- 10. The number of zones is identical for the two cases, 

with zone boundaries being only slight ly different. The most significant 

difference between the two solutions i s the distribution of buses among the 

zones. The practical imp] ication of this result is that transit operators 

may be able to make the fundamental decisions -- number of zones and zone 

boundaries -- without particular concern for the tradeoff between average 

trip ti me and reliability. In the example st ud ied here, this tradeoff only 

reflects itself in the al location of buses to zones. This decision is much 

Jess fundamental, and more easily changed in response to local concerns. It 

is also a decision which can be updated relative ly easily as new information 

becomes avai l able on the performance of the route. 

6.2.3 Model Extensions 

The model has been expanded beyond that presented here in two basic 

ways (see Jordan, 1979). First, non-CBO-bound (local) passengers have been 

incorporated into the model. Only slight modifications to the model are 

needed to in clude these passengers, but the notation becomes much more cumber­

some. As would be expected, including local passengers makes zone scheduling 

somewhat less attractive, especially f rom an average trip time viewpoint, 

because these passengers are often forced to transfer. Referring to Table 6-2, 

about 7% of the Sheridan route users are not destined for the CBD during the 
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morning peak. Including these passengers in the model was found to have a 

very sma 11 impact (about l 0%) on the values of the measures of re Ii ab i 1 i ty 

and average trip time for the best zone scheduling strategy relative to those 

for all-local service. 

Also, a second set of measures has been used in the model. The average 

trip time and reliabi 1 ity measures for the entire route discussed above could 

indicate good overal 1 service was being offered, while at the same time very 

poor service was being provided to a few low-demand stops. Therefore, extreme 

performance measures, the maximum average trip time, and maximum variance in 

trip time for any passenger, were included in the model. In applying the model 

it was found that the zone structure optimizing the aggregate measures also came 

very close to optimizing the extreme performance measures. Thus, while these 

extensions are conceptually interesting, and potentially valuable in some appl i­

cations, they have little effect in the particular case study examined here. 

Additional work on other application sites should be useful in determining the 

real potential effectiveness of these extensions. 

6.2.4 Summary and Conclusions 

This research has developed a model of an urban bus route, operating 

during the morning peak period, to study the impact of zone scheduling on 

bus service reliability. Service rel iabi 1 ity is measured as the variance 

in passengers'· trip time, summed over al 1 passengers using the route during 

the peak period. 

At the core of the model are expressions for means and variances of 

walt and travel time for a bus route. These expressions reflect the dependence 

of wait and travel time on: 

1) route and bus characteristics (stop spacing, bus fleet size, bus 

capacity); 

2) the parameters of the in-motion time distribution and dwel 1 time 

equations; and 

3) the zone scheduling strategy or structure imposed on the route (the 

number of zones created, zone boundaries, and number of buses 

allocated to each zone). 

A dynamic programming model is used to search efficiently for zone 

structures optimizing both average trip time and variance of trip times. The 

model is applied in a case study with the following results: 
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1) Very s ubstantial average t rip time and re l iability improvements a r e 

attai ned through zone schedul i ne re l ative to all - loca l service. 

2) While mai ntai n ing t he average trip time and re li abi l i t y improvements, 

substan t ia l decreases in a route's bus f leet size can be made, as a 

re: ult of the improved productivity of all vehic l es . 

3) Average t r ip time is improved simultaneous ly with rel iabi 1 i ty under 

a zone schedul ing scheme. 

4) The major portion of reliabil i ty improvemen t s can be a ttained by 

a very simple zone structure. 

These results appear to be relatively insensitive to changes i n importan t mode l 

parameters, at least i n the case examined . Th is tends to increase the leve l of 

confidence in these r esults. 

Our analysis has demonst r ated that zone scheduling can be a ve ry 

e f fective way in which to improve the q~al i ty and productivity of urba n 

transit service. The model developed i n t his sect ion, appropriate ly cal i -

brated, may be used in a va r i e t y of sett ings t o help determine optima l zone 

structures and bus fl eet a ll ocations. It should be emphasized t hat t he att r active­

ness of zone scheduling in a given situation wi l 1 depend heavily on t he re l ative 

express and local speeds atta i nab l e , the relative var iability in trave l times 

on express and local 1 in ks, and the propor tion of total route ridersh ip wh ich 

is destined . for (or originates at) the route terminus , 

The case analyzed as an example i n this section is very favorable to 

zone schedul ing in each of these respects. However, analysis of other 

situations has also demonstrated t he effectiveness of the approach in cases 

somewhat less attractive to zone schedu li ng. In some practica l situat ions, 

it may be advisable to reta i n some al 1- local service along the route to 

facilita t e interzona l trips, or to otherwise mod i fy the ' 'optimal" so l ution 

in response to local needs. The most important imp l ication of t he research 

is t hat a model has been developed with which a t ransit operator can assess 

the potential impact·s of zone scheduling on a given route, and can identify 

a "good" strategy as a basis for actual plann i ng of the service. 

6.2.5 Si mulation Expe r imen t s Wi t h Zone Schedu ling 

A ser ies of simulation experiments has been performed using the 

Cinc innati network, to test further the potential of zone scheduling for 

improving service reliability . Th i s set of experiments accomplishes two 

objectives . Fi rst, it a l lows an investigation of part icu lar zone schedu li ng 
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schemes in the context of a more detailed model than used in the ana l yt ic 

optimizat ion. Second , by t esting zone scheduling st r ateg ies on the Cinc i nnati 

network, a basis for comparison wi th other strategies is establ i shed. 

Two of t he th ree inbound routes were zoned, routes 43 and 47 . In each 

case, t here is an Interstate Highway running into the CBO which can be accessed 

fairly easi ly from one stop on the route (see Figure 6- 11) . In the case of 

route 43, buses can be routed from California Ave. to 1- 71 for an express 

run to the CBO. For route 47, buses can be routed from Spring Grove Ave. to 

1-75, and run express to downtown. Thus, each of these routes is d i vided i nto 

two zones. 

However, because of t he large number of non-CBO-bound passengers handled 

by these routes, the operati ng strategy chosen i s somewhat different from tha t 

descr i bed i n t he previous sections. In each case, al 1 vehic l es begin their 

inbound runs at the outer terminus of the route and run loca l to t he s t op at 

which access to the expressway i s avai lable. At this poi nt, se lected runs go 

express to the CBO, while the remainde r continue local service along the rest 

of the route. In the outbound d irection, al I buses run local, as in the base case . 

This operating strategy was chosen because it seemed rea l ist ic in the 

context of the system being e·xamined, In fact, two "extral' t rips each morning 

are c urrently being made over the 43-express route used in this test. Thus, 

the simulation experiments test t he effects of expanding this service, and 

addi ng comparable service on route 47. 

Because the nat ure of this zone scheduli ng st rategy is 1 imi ted , it 

is to be expected that the resu lt s may be less dramatic than those described 

in section 6.2.2. An additiona l considerat ion in this regard i s that we are 

not necessarily testing an "opti mal" strategy in the simulation. It is simpl y 

a strategy which seems 1 ikely to provide improvement relative to t he base case. 

Indeed, this is what occurs. As shown in Table 6-6, vehicle tra vel 

times on the express routes are reduced substantially. This translates into 

reduced in-vehicle t ime (o r inc reased speed) for those passengers ab l e to 

utilize t he express runs . It also means that vehicle produc tiv ity is in-

creasing, since the same number of passenger trips are bei ng accommodated 1l'l i th 

fewer vehic le hours. 



Clinton 
Springs Ave- -

Routes 43, 45, 4 7 

Route 43 

Route 45 

Ave 

- - Lin co In Ave 

Go 1/t Sq downtown 

Figure 6-11. Route network from Ci ncinnati . 

.. 



.. 

95 

Table 6-6. Vehicle travel times on routes 

Route 

Inbound Travel Time 
(min.) 

43-local 

54. 

43-express 47-local 

39. 50. 

47-express 

30. 

An examination of the passenger speed distribution is illustrative of 

the effects of zone scheduling on both local and CBO-bound passengers. As 

shown in Figure 6-12, when zone scheduling is implemented, the local passengers 

are about as we 11 off as 'they were before; no major changes in either the mean 

or variance of speed are ··obs·erved. :However, the CBD-bound passengers now 

receive much better service than : previously. Average speed is increased from 
r ..... l 

14.3 km/h (8.9 mph) to 29.8 km/~ (17.9 mph), and the standard deviation of 

speed is reduced from ·4.8 'km/h · (3.0 _mph) to 4.0 km/h (2.5 mph). Thus, CBD­

bound passengers are receiving service which is both faster on the average, and 

more reliable as wel 1. 

It should be noted that ti:'lese results are obtained- with a reduction in 

total bus-hours operated. In this exP,eriment, the same frequency of service 

was provided in both the base case and ·the zone scheduled runs. The reduced 
··' i 

round trip travel time for buses. was ut ,i ti zed to reduce the vehicle requirements 

for operating an equivalent frequency of service, rather than to provide more 

frequent service with the same number of vehicles. Thus, this service improve­

ment is achieved while simultaneously reducing the cost of providing service. 

The level-of-service improvements. noted here provide a lower bound on 

what is achievable with this type of zone structure. If more of the bus­

hours saved were used to increase service frequency, additional reductions in 

waiting time could be obtained, providing even greater improvements in t he 

overall level-of-service. 

6.3 Summary 

Reducing the number of stops made by each individual vehicle can be a 

- very effective method to· improve service reliability, as well as average 

wait and in-vehicle time for passengers. Two major ways of accomplishing 

this reduction have been examined. 
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Eliminating stops so as to increase average stop spacing can be use-

ful if stop density is very high before reduction, and if traffic signal 

operation can also be changed to allow buses to take advantage of the potential 

for increased speed. This latter point will be discussed further i n Chapter 7. 

It should be noted, however, that increasing stop spacing also has the effect 

of reducing the accessibility of the bus route to those who use it. Thus, 

there is a t radeoff of improvement in one (or more) dimension(s) of service 

quality and a degradation in another. The full implications of this can 

only be ascertained by including a demand analysis with the results of this 

work, in order to determine how travelers would react to this tradeoff. Such 

analysis remains for further study. 

A more attractive way of reducing the number of stops made by each vehicle, 

without increasing overall stop spacing, is by zone scheduling. A model has 

been developed to design optimal zone structures and al locate buses to zones, 

using dynamic programming. Application of this model to a route in Chicago 

illustrates the potential effectiveness of zone scheduling as a service 

improvement strategy. Substantial improvements in reliab i l i ty, as well as 

in other measures, appear possible. Simulation of a particular zone strategy 

for two routes in Cincinnati has indicated the attractiveness of such a method 

in an alternative context as well, using a more detailed model. 

This chapter has focused on methods of reducing variability of dwell 

times at stops, as a means of improving reliability. The next two Chapters 

exam ine methods of reducing travel time variability between stops. Chapter 

7 discusses signalization changes intended to reduce the variability in travel 

time resulting from intersection delays, and Chapter 8 discusses exclusive 

right-of-way provision as a means for reducing travel t ime variability by 

removing buses from mixed traffic. 



CHAPTER 7 

CHANGES IN TRAFFIC SIGNAL OPERATION 

Several authors, including Welding (1957) and Jackson (1977). have 

emphasized the importance of variability in travel times between stops as 

a source of bus reliability problems. A major portion of this variabi 1 ity 

arises from delays at controlled intersections. ·This chapter examines two 

types of strategies aimed at reducing the impact of signalized intersections 

on average delay and the variability of delays. The first of these is signal 

preemption, and the second involves changes in signal timing and progression. 

7. 1 Prior Research on Signal Preemption 

In preemption schemes, the tiaffic signal controller is made aware of 

the presence of a bus in some manner (optical or loop detectors, automatic 

or driver actuated bus transmitters), and then modifies the normal phasing of 

the signal. It may extend the green phase or cause early termination of the 

red, depending on when the bus arrives at the intersection. It could also 

activate a special phase to allow a bus to make a left turn or to permit a 

bus to re-enter normal traffic after the termination of a bus lane. Some 

schemes follow the preemption with a special cycle that rewards extra green 

time to the cross street to prevent long delays on that street. 

Cottinet (1977) compared three different preemption strategies in an 

experiment in Nice, France. The first strategy al lows an approaching bus to 

change the signal to green whenever It is detected. The second strategy 

shortened the red period only, while the third al lowed only for extension 

of the green period. Not surprisingly, the first strategy was found to be 

superior. This strategy has thus formed the focus of the analysis in this 

research. 

Several other studies have also reported experience with preemption 

strategies at isolated intersections 1 or on intersections along major streets 

that have I ight cross traffic. Such applications have shown mean transit time 

savings of 10-75% at insignificant costs to auto users. In Miami, mean travel 

time over a ten-mile section of an express bus route was reduced by 20% when 35 

11 lsolated 11 in this context may mean problem intersections in a downtown 
area that are not timed to a network. 

.. 
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signals control 1 ing minor street intersections were made subject to bus pre­

emption (Courage,~~-. 1977). A similar demonstration in Louisville 

involving eight intersections showed time savings of 9 to 19% on forty-minute 

routes (Mitre, 1975). A four phase, long cycle intersection in Bern, 

Switzerland was modified so that there were two small green phases per cycle, 

each subject to green extension upon detection of an on-street tram. Average 

intersection delay was reduced to 9 seconds from 37 seconds (Mitre, 1975). 

Quantitative documentation of corresponding improvements in bus reliability 

is given by the British, who have long experimented with priority measures and 

consider rel iabi 1 ity a major attribute of signal preemption (TRRL, 1.973). Two 

cities in England reported that the standard deviations of bus journey times 

through two intersections were halved after simple preemption schemes were 

implemented (Cooper and Layfield, 1977; Wood, 1976). 

Extensive preemption has not been well tested in more congested con­

ditions where disruption to traffic might be more substantial. A UTCS-1 model 

simulation of two streets in Washington, D.C. indicated that bus travel times 

are reduced by 15 to ·20% when each signal is subject to bus preemption (Ludwick, 

1975). The standard deviation of travel time is reduced by 20 to 50%. The 

delays to cross street traffic are serious and worsen with increasing bus 

frequency (from a 6% increase in vehicle travel times for 4 minute headways 

to a 30% increase for 30 second headways). When Washington, D.C. actually 

demonstrated a preemption scheme on thirty-four downtown intersections, bus 

travel time improvements of about 3% were shown on a typical mi le-long route 

where 6 signals out of 11 could be preempted. On a 3.5 mile route where 10 

out of 30 signals could be preempted, there was no improvement. Delays to 

overall traffic increased by .3 to 2.5% (JHK, 1975). An FHWA study con-

cluded that al 1 signals along a route should be subject to preemption, and 

that the scheme works best where the signal offsets are not critical and the 

bus flows are less than thirty per hour (Tarnoff, 1.975). 

In s ummary, consideration should be given to signal priority measures 

when: (a) bus flows are i ,1 t he range of 10 to 30 per hour, and (b) the cross 

street bus f1ows are 1 i ght. In addition, Jacobson and Sheffi ( 1980) have 

shown that other parameters of signal operation (cycle length and phase splits) 

should be adjusted when preemption is implemented, in order to achieve the 

greatest possible benefits. 
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I t must be noted that most previous researchers have focused on pre­

emption as a means of reducing average de lay at intersect ions, and hence 

improving average speed of the buses. Except for the British st~dies, service 

rel iability benefits from reducing the variability of de l ays have not been 

considered exp! icitly. In order to include this measure of effectiveness, 

simulation experiments with signa l preemption have been performed in t his 

project, again using the Reading Road corridor in Cincinnati as a test case. 

7.2 Simulation Experiments With Preemption 

The test case involves signal preemption over a 7. 1 km (4.4 mi.) section 

of Reading Road, from Clinton Springs Ave. to Government Square i n the C80. 

Two of the 14 intersections between Clinton Springs and Lincoln, and 12 of 

18 from Lincoln to Government Square, were made preemptable. The sig na l s not 

made preemptable are generally ones with long cycle times and a very l ong 

ma in direction green phase. A typical example is a 90 second cycle leng th, 

with 70-75 seconds of green in t he main direction. These signals do not 

produce ser ious delays for buses. The preemption tests were confined to 

intersections for which delays are likely to be more severe. 

Over the northern 5.0 km (3. l mi.) of the section tested, cycle 

lengths in t he base case are all 90 seconds. In the southern 2. 1 km 

(I .3 mi.), they are generally 70 seconds. This reflects current condi t ions 

along this section of Reading Road. Green phases in the main direction 

generally are SS-75 seconds in the northern segment, and 35-45 seconds in the 

southern segment. With a few notable exceptions, the signals a re progressive ly 

timed for a speed of approximately 40 km/h (25 mph) over most of this section, 

but not in the downtown area. 

Using the method described by Jacobson and Sheffi {1980), optimal 

cyc l e lengths and splits for the preemptab le signals were found: These settings 

depend upon traffic parameters (main and cross direction flow rates, queue 

discharge rates and average vehicle occupancy), bus arrival rate and average 

occupancy, and preemption parameters (detection d i stance and min imum cross­

di rection green time in each cycle). For a range of parameter values typical 

of the Reading Road situation , a near-optimal sol ution is a 40 second cycle 

length, with 16 second main direction green. Since this appears t o be a robus t 

solution under several different sets of input va lues, it was chosen for al 1 

preemptable signals in the simulation tests. 

.. 

.. 
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Note that this signal setting is substantially different from that 

existing in the base case. The cycle is approx imately one-half as long, and 

the split has changed from predominantly ma in direction green t o predom inantly 

cross direction green. The finding that a shorter cycle length is advantageous 

accords with the experimental results from Bern, Swi tzer land , •c ited in the 

previous section. The shift in phase splits ref lects the fact t hat since the 

main direction will receive extra green every time the signal is preempted, 

the basic setting should favor the cross direct ion. Thus, the cross direction 

traffic will not be penalized heavily, relative to the base case, as a resu l t 

of the preemption. ln essence, the optimal solution represents a balancing of 

the marginal benefits of preemption to main direction travelers against the 

marginal delay costs imposed on cross direction travelers. 

In addition to the signal changes, bus stops at intersections where the 

signal was made preemptable were moved to the far side of the intersection. 

This fo l lows the recommendation of Ludwick (1975), and avoids t he problem of 

having the detector cause the 1 ight ·to turn green as a bus approaches, only to 

have the bus stop at the near side of the intersection to load or unload 

passengers. 

As in previous tests, five replica t ions of the preempt ion strategy were 

made with the simulation model. The pooled average of these five runs is then 

compared with a similar average from the base case .. 

One of the major effects of the preemption strategy is that bus travel 

times over the section with signal preemption are reduced by approximately 

3.5 minutes (out of a scheduled 24 minutes), implyi ng an average speed increase 

from 17.7 km/h (11.0 mph) to 20.7 km/h (12 ,9 mph), or about 17%. The standard 

deviation of travel times was reduced by approximately .5 minutes out of a 

total of 2.7, a reduction of 18%. 

A second maj or effect is on passenger wait time. Average wait ti me is 

reduced by .6 minutes, from 7-5 minutes to 6.9 minutes, a reduction of 8%. 

The standard deviation of wait time is also reduced, from 7.7 minu tes to 7.0 
minutes, or 9%. All of the changes to both travel times (or speeds) and 

waiting time are significant at the 90% confidence level. 

Signal preemption thus appears to offer significant potential for im­

proving both average speed and reliability, with conccxnitant effects on both 

mean and variance of waiting time. As a further test of this strategy, a 
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second experiment was conducted, combining signal pr8emption with reduced 

stop density, as discussed in Chapter 6. 

The results of this experiment were a small (but insignificant) further 

increase in average speed, and a small decrease in average wait (also ins ig ­

nificant), as compared to the use of preemption alone. However, the standard 

dev iation of wait time decreased to 6.5 minutes, as compared to 7.0 minutes 

for preemption alone, and 7.7 minutes for the base case. Th is further reduction 

in the variabil ity of wait time is statistically significant, and constitutes the 

major observed impact of combining signal preemptlo·n and reduced stop density. 

Signal Timing 

Signal preemption is not the only way in which t o try to reduce inter­

section delays in order to improve service re li ability. A d ifferent approach 

that has potential for congested areas is to time the signals of a network 

to match the overall travel speeds of a bus (including the time spent at stops). 

This strategy is less costly than the preemption methods which require bus 

detection equipment, and may be less disrupting to area traffic in situations 

in which there are many signals in a relatively small area. Glasgow, Scotland, 

has tried an extension of the computer package TRANSYT called BUS-TRANSYT to 

retime their signals using passenger delay as an objective criterion rather 

than vehicle delay. Bus travel times were reduced by 8% whi le auto t imes 

increased by only 1% (Robertson and Vincent, 1975). 

Within the context of the current project, analysis of signal timi ng 

measures has involved simulation experiments, again using the Reading Road 

corridor in Cincinnati as a test case. There are 32 signalized intersections 

along the 7. 1 km (4.4 mile) section from Clinton Springs Ave. to Government 

Square. Over the northern section (about 5.0 km; 3. I miles) the signals al 1 

have a common cycle length of 90 seconds, and are generally progressively 

timed for a speed of about 40 km/h (25 mph) . The progression breaks down 

over the southern segment, as the signals have different cycle lengths and 

are not timed progressively. 

Two different timing strategies were tested. ln the first, only minor 

modifications to existing timing were made. The second involved more sub­

stantial changes to try to match signal progression to a b~s speed of 24 km/h 

(15mph). 

... 
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For the first test, the section was div ided into two segments, essentially 

as at present, and an attempt was made to modify as few signals as possible 

while still providing a better progression for buses. Five of 21 signals 

on the northern segment were modified by simply changing their offsets, 

On the southern segment, the cycle lengths were made uniform (at 70 seconds) 

and three offsets were changed. The results of the simulation experiments 

showed no significant changes from the base case in any level-of- service 

measure. 

A second test was then conducted, involving mo r e substantial changes in 

offsets on the northern segment. Ten additional offsets were changed, in order 

to create a well defined progression at 24 km/h (15 mph). While this is some­

what faster than buses usually travel, one of the main reasons for slower 

speeds may be the traffic signal settings themselves. By timing the signals 

for a speed which might be attainable under favorable conditions, it was hoped 

that we would in fact create those conditions. However, once again the simu­

lation experiments showed no significant changes from the base case. 

Detailed examination of the runs indicated that one reason for the poor 

performance of the strategies was that buses were simply not able to maintain 

the speed of the progression because of the need to make frequent stops for 

boarding and alighting passengers. As a result, it was decided to do addit ional 

experiments, combining the changes in signal timing with reduced stop density. 

The results of the combination of reducing the number of stops to approximately 

quarter-mile spacing and the first timing strategy produced results ·similar to 

those achieved with signal preemption. 

Bus travel times over the entire section were reduced by approximately 

2 minutes, or about 8%. Average passenger wait time was reduced from 7. 5 

minutes to 6.9 minutes, and the standard deviation of waiting time from 7. 7 

minutes to 7.0 minutes. Thus, the combination of reduced stop density and 

changes in signal timing is slightly less effective than signal preempt ion in 

inc reasing vehicle speeds, but very nearly the same with respect to improvements 

in waiting time , at least for this network. 

Somewhat surprisingly, the combination of reduced stop density and the 

more extensive signal timing changes was less effective . As with the signal 

changes alone, this combination produced no significant changes from the base 

case. This is probably attributable to t he selection of 24 km/h (15 mph) as 

t he progression speed. Even with the reduced number of bus stops, it is not 

possible for buses to maintain this average speed, and hence there is little 
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change from the base case. An alternative timi ng strategy at a somewhat slower 

speed may be more effective. 

].4 Summary 

The signal preemption strategies tested resulted in 17-18% increases in 

both mean and standard deviation of vehicle speed, and 8-9% reductions in mean 

and standard deviation of waiting time. These are significant imp rovements, 

and indicate that signal preemption can be an effective means to improve 

reliability of service, as welt as average travel time . 

The experimental results here have not measured carefully the effects 

of signal preemption on cross traffic. To do so requires a more detailed 

traffic simulation model . However, it should be emphasized that the revisions 

to signal cycle length and phases, determined using the model of Jacobson 

and Sheffi (1980), include the average effects on both main and cross direct ion 

traffic and find the solution which minimizes overal 1 expected person-delay. 

Thus, the results cited here should be attainable without impos i ng large pena l ties 

on cross direction traffic. 

The results of the experiments on signal timing indicate the important 

interactions between stop spacing and signal timing. Both characteristics 

must be considered jointly in order to make changes in either effective. The 

limited experimentation done in this project indicates that this may be difficu l t 

to do, but that if the stop spacing and signal timing are appropriately 

"matched," the effects may be similar to those from signal preemption . 
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CHAPTER 8 

RESERVED BUS LANE STRATEGIES 

In congested downtown areas, traffic stream delays may account for 

15 to 30% of transit travel time (Vanselow and Sinclair, 1972). Measures 

that remove the bus from these random delays will reduce travel time and 

improve rel iability. In extreme cases, buses that are allowed to bypass 

a severe bottleneck can travel sign i ficantly faster t han the autos. 

Freeway priority lanes for buses can be grade-separated roadways, 

contraflow lanes, shoulder lanes, reserved lanes, or lanes that improve 

bus access to the highway by bypassing various types of queues. On urban 

streets, similar measures are curb . lanes for buses (and perhaps for right 

turning vehicles), contraflow lanes, bus- only streets, short reserved lanes 

preceding traff ic signals, and automob 'ile entry restriction combined with 

bus entry privileges . 

There are several examples in U.S. cities o f effective use of bus 

lanes. In Minneapolis, buses bypass vehi c les queued at me tered on- ramps 

to l-3SW. Travel from the freeway exit to downtown stops is improved with 

contraf low lanes on two para llel streets in the CBD. The Shirley Highway 

in Washington, D. C., has two reversible lanes for buses and carpools in the 

med ian of the expressway. These lanes carry approximately 6000 persons/l ane/ 

hour at 50 mph in the peak per iod , compared with 2300 persons/lane/hour in 

each of the regular lanes, operat ing at much lower speed s (McQueen and 

Wa ksman , 1977) . In Miami, buses that were already recei ving signa l priority 

on an express route were given an exclusive lane. Average trave l time improved 
by about 8%, and the travel times across the pea k hour were more uniform 

(Michaelopoulos , 1976). 

Bus lanes have also been used effectively in Europe and Australia . One 

lane of a four- mi le inbound street i n Sydney, Australia, was designated as a 

transit lane, and bus travel times wer.e cut nearl-y in hal f, from 24.2 minu tes 

to 13 minutes. The standard deviat ion was cut by 80%, from 8.3 minu tes to 

1.8 minutes . Transit ridership and the number of carpools increased so 

much that congestion was reduced and auto travel times also decreased 

dramati call y (Hal 1am, 1977) . 
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A one-mile section of a CBD street in Melbourne, Australia, was 

modified to provide an exclusive right of way for its street tram system, 

resulting in a reduction of one auto lane. On the 6.5 minute route, the 

standard deviation of tram travel time was reduced from 66 seconds to 30 

seconds (Vanselow and Sinclair, 1972). Three one-half to one-mile bus lanes 

in Paris and one in Dublin have also halved the standard deviation of bus 

travel times (Wilbur Smith and Associates, 1975). 
' 

Thus, there is considerable evidence thaf reserved lanes can improve 

both average transit speeds and reliability. Additional simulation experi­

ments conducted in this project have been designed to examine the effectiveness 

of combinations of reserved lanes together with signal preemption and changes 

in signal timing. 

As a test case, the Reading Road corridor was aga in used as a basis, 

but with substantial modifications. At present, bus operations are not 

.heavy enough to justify a reserved lane, numbering only about 12 per hour. 

This would not be a · very effective test of reserved lane strategies intended 

for areas of much higher activity. To obtain a test case, the bus frequencies 

and passenger arrival rates were multiplied by a factor of 5, result ing in 

average headways of about 1 minute with loadings comparable to the present 

case. Other elements of the corridor were left unchanged. Thus, our test 

is over a corridor 7. I km (4.4 miles) in length, with a total of 36 stops and 

32 signalized intersections. The reserved lane was specified as a curb lane 

(wl th-flow). 

Table 8-1 summarizes the major resu l ts of testing the reserved lane 

alone, and i n combination with signal preemption and signal timing 

changes. The addition of the lane itself results in a sma l l feduction in 

average travel time, but it is not statistically significant. The reduction 

in the standard deviation of travel time, from 5.1 minutes to 4.4 minutes 

{14%), is statistically significant at the 95% level. Reduct ions in mean and 

standard deviation of waiting time are also statistically insignificant. Thus, 

the major impact of adding the reserved lane in this case appears to be a 

reduction in the variability of travel times, a direct improvement to service 

rel iabi 1 ity, 

Combining the reserved lane with changes in signal timing produced 

no further significant'benefits, but the combination of the reserved lane and 

-signal preemption is noticeably more effective. The changes in passenger 

wait time are still insignif i cant, but the changes in both mean and standard 

.-

,-
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Table 8-1. Summary of Test Results for Reserved Lane Strategies 

Base Case Reserved Lane+ Lane+ 
Measures (no lane) Lane Only Timing l Preemption 

Average bus 
travel time (min.) 25.2 23.8 23.6 20.8 

Standard deviation 
of bus travel time 
(min.) 5. 1 4.4 4,4 4.2 

Average wait 
time (min.) 0.9 0.8 o.8 0.7 

Standard deviation 
of wait time (mi n. ) 1.3 1. 2 1.2 1. l 

Timing changes correspond to the first strategy discussed in section 7.3 . 

.. 

• 
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deviation of travel time along the corridor are highly significant. The 

estimated reduction in average travel time is 17%, and the reduct.ion in the 

standard deviation of travel time is 18%. 

Two additional aspects of these experiments should be noted in order to 

aid interpretation of the results. First, the effects of the signal preemption 

on cross-traffic have not been analyzed in detail. As described in Chapter 7, 

the expected value of delay to cross-traffic has been included in the settings 

of the signals used in the preemption study. However, more thorough analysis 

would require a more detailed traffic simulation model. The second point is 

that the vehicle traffic levels (both main-direction and cross-direction) assumed 

for these experiments are relatively light. Main direction volumes are the heaviest, 

and are in the range of 350-400 vehicles/lane/hour. Most situations in which 

reserved lanes would be considered are likely to have heavier traffic vo l umes, 

as well as heavy bus volumes. Thus, the benefits of removing the buses from 

the mixed traffic scheme are likely to be greater than measured in these 

experiments .. In this sense, these results are likely to be conservat i ve . 

Thus, the combination of a reserved lane for buses and signal preemption 

capability appears to be a potentially effective method for improving both 

average travel time and reliability in situations involving very heavy bus 

movements. 

• 
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CHAPTER 9 

CONCLUSIONS AND IMPLICATIONS OF THE RESEARCH 

In the previous chapters, we have examined the effects on service 

reliability of various network characteristics, as a means for identifying 

the primary causes of unreliability in bus transit networks. We then proceeded 

to identify and test several potential strategies for improving service 

reliability. In many cases, these strategies resu l t in improvements in 

other level-of-service measures as well. It is worthwhile at this point to 

summarize the major findings of these tests, as the basis for reaching general 

conclusions regarding the causes of unreliability and effective strategies 

for improving the situation. 

9, l Sources of Unreliability 

Understanding the network relat ionships which influence the rel iabi 1 i ty 

of service provides insight into potential approaches for service improvement; 

Reliability of service, as affected by vehicle bunching, may be improved either 

by preven ti ng bunches from forming, or by breaking them up after they form. 

The experiments performed in this research have indicated how vehicle bunch­

ing is related to frequency of service, level of demand and the variability 

of 1 ink travel times. In particular, these results i 1 lustrate the importance 

of reducing 1 ink travel time variability in an effort to prevent bunches from 

forming. This represents an extension to the results of Vuchic (1963a) , wh i ch 

placed pri mary emphasis on the demand/capacity ratio and boarding times. 

The importance of transferring to overall trip reliability focuses 

attention on the trade-off b~tween the length of the scheduled wait time at 

transfer points and the risk of missing the intended connecting bus. Where 

arrivals can be scheduled to coincide, as in radially structured networks, 

the application of controls to the operation of transit service has the 

potentia l to permit more closely scheduled arrivals on connecting services 

while maintaining a reasonable assurance that the intended connection will 

be successful. 

Finally, it is clear from the experimental results that service reli­

ability is much more sensitive to frequency of service than to route density. 

This implies that there are substantial reliability impacts of the trade-off 
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between operating fewer routes at higher frequency or more routes at lower 

frequency, given a 1 imited amount of vehicle resources. Trad i tional ly, this 

trade-off has been evaluated using s imp l istic models of expect ed passenger 

wait time and the accessibility of transit service to users . Howeve r, the 

present work has shown that service reliabi l ity is a l so an important factor­

in this trade-off and should be included in t he evaluation. 

9. 2 Strategies for Improving Reliab i lity 

In 1 ight of the findings regarding sources of unreliability in passenger 

trips, the major object i ves of control strategies are to keep bunches from 

formi ng (or to break them up after they have formed) and to ensure that 

scheduled arrival times at transfer points are met. At a more detai l ed 

l evel, dev iations from schedule , which lead to bunch i ng and poor transfer 

connect ions, can be traced to excessive variabil i ty in either 1 ink travel 

times between stops, or dwell t imes at stops. Theref ore, potentia l contro l 

strategies should be focused on reducing one or both of these sources of 

variability. 

This investigation has concentrated on four general classes of strategies: 

1) vehic l e holding; 

2) reductions in number of stops served by each vehicle; 

3) modifi~ations to traffic signal settings and operation; and 

4) provision of exclus ive r i ght-of-way for transit vehicles. 

Such a c lassifica t ion provides a useful framework for discussion of many 

individual strategies, and a comparison of their relative effectiveness in 

particular situations. 

Within the class of veh icle holding strategies, two subgroups have 

been analyzed: schedule-:based holding and head~ay-based hol d i ng. 

The schedule-:based ' 1checkpoi n t 1 ' strategy is very simple to implement 

and offers promise of significant benefits on long- headway rou t es where the 

schedule is sufficiently slack so as to make holding to schedule a reasonab le 

procedure. The key elements of implementing such a pol icy a re constructing a 

reasonable schedule as a goal and enforcing adherence t o that schedu le. This 

enforcement requires both proper incent ives for drivers and a mechanism for 

accurate monitoring of their performance. 

.. 
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For routes operating with shorter headeays, t'vvO near-optimal headway­

based control strategies have been developed. One strategy holds a vehic l e 

unti 1 its ~ceding headway is as close as possible to its fol low ing headway, 

allowing for an adjustment in consideration of the people delayed on t he 

vehicle. Referred to as 11 Prefol 11
, it requires a prediction of t he arrival 

time of the following vehicle. A similar strategy that is dependent only 

on the known magnitude of the current headway, cal led the "Single Headway" 

strategy, is also proposed. The strategies are simple in form, require 

limited data about the route , and are near-optimal over a wide range of 

situations. 

Models of the effectiveness of the strategies indicate that they are 

sensitive to three important characteristics of a control point: (1) the 

current level of unreliability, as measured by the headway coeff ic ient of 

variation; (2) the relationship between successive headways, measured by the 

correlation coefficient; and (3) the proportion of passengers who must ride 

through the control point. 

The Single Headway strategy performs less well than the Prefol strategy 

when vehicles arrive relatively independent of each other. As passenger loading 

delays increase and successive headways become more dependent on each other, the 

Single Headway strategy prediction capability improves and it approaches the per­

formance of the Prefol strategy. In any event , however, the Single Headway 

strategy requires less real-time information about the system, and could certainly 

be implemented without expensive AVM equipment, although such equipment could be 

useful in developing the data on which to base the design of appropriate strategies. 

Reducing the number of stops made by each individual vehicle is the 

second class of strategies examined. This can be a very effective met hod 

to improve service reliability, as wel 1 as average 1.-Jait and in- vehicle t ime 

for passengers . Two major ways of accomplishing this reduction have been 

ana 1 yzed. 

Eliminating stops so as to increase average stop spacing can be useful if 

stop density is very high before reduction, and if traffic signal operation can 

also be changed to al low buses to take advantage of the potential for increased 

speed. It should be noted, however, that increasing stop spacing also has the 

effect of reducing the accessibility of the bus route to those who use it. Thus , 

there is a tradeoff of improvement in one (or more) dimension(s) of service 



112 

qua] i ty and a degradation in another. The fu ll implications of t his can only 

be ascertained by including a demand analysis with the results of th is work, in 

order to determine how travelers would react to this tradeoff. Such ana lysis 

remains for further study. 

An alternative way of reducing the number of stops made by each vehicle, 

without increas i ng overall stop spaci ng, is by zone schedu li ng. A model has 

been developed to design optimal zone structures and al locate buses to zones , 

using dynamic programming. Application of this model to a route in Chicago 

illustrates the potential effectiveness of zone scheduling as a service 

improvement strategy. Substantial improvements in rel iability, as 1.-1el l as 

in other measures, appear possible . Simulation of a particular zone strategy 

for two routes in Cincinnati has indicated the attractiveness of such a method 

in an alternative context as we l l, using a more detai led model. 

The third c l ass of strategies examined i ncl udes changes i n signal 

timing and s igna l preemption as two methods of reducing both the average 

value and variability of delays to buses at signal i zed i ntersections. The 

results of simulation experiments indicate the important i nteractions between 

stop spacing and signal timing. Both characteristics must be cons idered 

joint l y in order to make changes in either effective. The 1 imited experi­

mentation done in this project indicates that th i s may be difficu l t to do, 

but that if the stop spacing and s igna l timing are appropriately "matched," 

the effects may be similar to those from signal preemption. 

The signal preemption strategies tested resulted in 17-18% increases 

in both mean and standard dev iation of vehicle speed, and 8-9% reductions in 

mean and standard deviation of waiting t ime . These are significant improve­

ments, and indicate that signal preemption can be an effective means to 

improve rel iabi 1 ity of service, as wel 1 as average travel time . 

The f ourth class of strateg i es is the provision o f exclus i ve right-of-way 

for transit vehicles. This action is 1 ikely to be considered only when there 

is heavy transit use of a facility, probably in excess of 30 buses per hour. 

In such cases, bus lanes can be an effective way of improv ing both average 

travel time and rel iab il ity. Based on li mi ted simulation tests, the combination 

of a bus la ne and signal preemption appears particularly effective. 

.. 
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9.3 Relati ve Effectiveness of Alternative Strateg ies 

The most important determinant of the appropriate strategy for rel i­

abil ity improvement in a given situation seems to be frequency of service 

on the route (s } in quest ion . In some cases, the focus of at tention wil l be 

a corridor used by several routes, in which case the important variable is 

total bus volume. 

For low frequency situations (less than 10 buses per hour}, checkpoint 

control (schedule-based holding) is 1 ikely to be the most effective strategy, 

providing an appropriate schedule i s constructed and adherence to schedul e at 

checkpoints is enforced. In some low frequency s ituat ions, zone scheduli ng 

may also be effect ive, i f most passengers are destined for (or originate at ) 

one terminus of the route. The presence of an expressway roughly parallel to 

the rou te also makes this strategy more effective. 

In medi um fr equency si tuations (10 to 30 buses per hour), the most 

effective strategies are likely to be zone scheduling and signal preempt ion . 

If the origin-destination pattern ·of passengers ls su itable and an express 

facil i ty is available, zone scheduling is likely to be the best choice . If 

these cond itions are not met, s ignal preemption on the local facility used 

by the buses should be considered. Headway- based holding can a lso be useful, 

if an appropriate control point can be found a long the route . 

For high frequency situations (mo re than 30 buses per hour) an exclusive 

l ane, t ogether with si gnal preemption i f an a rteri a l , should be cons idered . 

Experience from several demonstrations of bus lanes, as well as model i ng 

results from this study and others , indicates the effectiveness of such a 

strategy in improving both average travel time and reliability for buses. 

While these recommendations provi de general gu i de] ines for transit 

operators and planners in selec ting service improvement strategies, t he most 

valuable product of thi s resea rch is the battery of models developed for 

analyzing a number of strategies in any particular situa tion . These models 

incl ude the anal ytic formulations for developing holding strategies, the 

dynami c programming model for design i ng zone scheduled systems, and the compu ter 

simu lation model fo r detailed analysis of many poss i b l e stra tegies . Wi th 

these tools , the transit opera tor or pl anner can design and test a service 

imp rovement st rategy appropria te for his/her own particular situation. 
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9.4 Practical Implications of the Research 

Qu i te clearly, the findings of this research regarding the relative 

effectiveness of various service improvement strategies, an~ the recommenda-

tions 1 isted i n the previous s~ction, ha~e substantial pract i cal · imp] ications. 

In addition, there are several other imp! icj~io~s of" this research for the 

transit operator or planner interested in providing more cost-effective 

service to passengers. 

First, the presence of large variability in link travel times can reduce 

substantially the benefits resulting from inc~easing fr~quency of service, due 

to the tendency of vehicles to bunch together along the route. In such cases, 

it is well worthwhile to investigate techniq.ues for reducing· this t ravel time 

v~rfabil ity, through the sorts . of strateg·ies described in this report, rather 

than simply al locating resources t'o providing more buses. 

The second imp! /cation is also directly related to this same argument. 

Since level-of-service measures (primarily wait time) are less sensitive to 

increases in frequency of service than previously believed, they are also less 

sensitive to decreases in frequency of service. The implication of this is 

that reducing frequency of service may not increase wait time as much as 

previously believed. Hence, fewer resources al located to running buses and 

more a l located to controlling the ones that are r unning may be beneficial. 

The results of several of the tests conducted in this research indicate that 

in many cases better service can be provided with fewer vehicles, if those 

vehicles are better organized and controlled. This is clearly an opportunity 

to provide more cost-effective service. 

Third, even if no direct control strategies are to be implemented, it 

may be advantageous to operate a denser route network at lower frequency 

of service than to provide higher frequency on fewer routes, Such a shift 

would improve accessibility of the system, probably wi thout major penalties 

in terms of wait time increases. 

The fourth implication is that the influence of transfers on the l evel 

of service points out the need to pay special attention to the on-time arrival 

of vehicles at major transfer stations . This is especially true for rad ially 

oriented network structures. As a ruTe, providing excess slack time in t he 

route schedule is to be avoided, due to its effect on slowing travel speed 

t 
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and reducing vehicle productivity. However, where a large number of passenger 

transfers can be aided by creating enough slack ti me to assure successfu l 

connections, allowing a short delay may be h ighly benef i cia l . 

Fifth, it shou l d be noted that effective implemen t at ion of service 

improvement strategies need not imply the installation of expens ive AVM 

equipment. Whi l e such equipment is c l early be~eficia l in imp lementing headway­

based holding strategies, for example, there are ma ny other potentia l strateg ies 

which are likely to be j ust as effective (or perhaps more so) wi th substant ially 

less required investment in hardware. 

Finally, i t is important to emphasize the need for cooperation between 

transit operating authorities and munic i pal departmen t s responsible for 

streets and traffic signals. Many of the strategies for serv i ce imp rovemen t 

described in th i s report would require agreement and joi nt act ion on t he par t 

of both agencies for effective implemen t ation. In order to reach the point of 

acting together, it is important that they beg i n to~ together. Communi ca­

tion and agreement on overall goals at an early stage i s vita l to the success 

of many of the strategies which seem to be most effect ive in improving serv i ce 

reliability in t ransit systems . 
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APPENDIX A 

DERIVATION OF EXPECTrD BENEFITS FROM HEADWAY-BASED HOLDING STRATEG IES 

As defined in Chapter 5, the expected reduction in overal 1 d'elay to 

all passengers from holding vehicle i for X. minutes is: 
t 

(A-1) 

where 

The quantity /;j is the net savings in total passenger-minutes achieved by 

holding the i th bus X. minutes. lt is the reduction in total wait, minus 
I 

the delay to passengers already on the vehicle. 

We want to find E(~ ~) for the Prefol pol icy of X. = X~, where X~ is given by: 
I I I 

:::r 

max [ 0, . 5 (Hi+ 1 - Hi 

0 

= 1,2 , ... ,n-1 

= O,n. (A-3) 

We will denote E(~tji) for the Prefol policy as E(tt. 1j/), and E( i; .) as E( i; ~), 
I I 

with X~ substituted for X., as shown in equation (A-4). 
I I 

(A-4) 

We assume that we have limited our period of analysis to a steady-state 

situation in which the underlying distribution of headways does not change .with 

i. Thus the expected benefits do not change with i; E (i;~) = E (1;P) for a 11 i. 
I 

The i in this equation and subsequent ones is used only as an index and is 

retained as a way to identify the previous and following headways, or the 

previous and current holds. 

Defined~ as the quantity that is computed at the t ime of each control 
I 

decision: 

(A-5) 

The control rule (A-3) can then be rewritten as: 

X~ = rnax[O, d~] 
I I 

(A-6) 

A-1 
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and the benefits from an individual hold as: 

t~ = (1 - b) Q[X~(Zd~ - X~)]. 
I I I I 

(A-7) 

The quantity t~ can also be written as (1 - b) Q(X~) 2 . To see this, first 
I I 

consider t~ when d~ is greater than zero (i.e., when a decision is made to hold 
I I 

vehicle i). It is held an amount X~ = d~ and by (A-7), " 
I I 

t~ = (1 - b) Q[X~(2X~ - X~)] = (I - b) Q(X~) 2. 
I I I I I 

When d~ < 0, X~ = 0 and t~ = (1 - b) Q(0·(2d~ - 0)) = 0. For this case, 
I - I I 1 

the quantity (X~) 2 is also equal to zero; thus, we can write: 
I 

(A-8) 

As a result, we can also rewrite the expectations as follows: 

(A-9) 

and 

(A- l 0) 

To compute E[(X~) 2], the approach is to first make reasonable simplifying 
I 

assumptions about the probability distribution of d~, f(dP), Since the distri­, 
but ion of X~, denoted h(XP), is closely related to f(dp), it is then a matter 

of integration to find E(X~) 2 , and hence E(c.ij,P). Since 
I 

d~ if d~ > 0 
I I = 

0 , if d~ < 0 
1-

we can write the density function for xP as follows: 

if xP > 0 

if xP = 0 

(A-11) 

(A-12) 

where p(·) denotes the probability of the event (·). See Figure A-1 for a 

graphical representation of f(dp) and h(XP). 



A-3 

• 

0 

0 

Figure A-1. Distributions of dp and xP. 
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An approximate form for the probability distribution f(dp) can be 

derived by making three simplifying assumptions. First, we wi 11 assume that 

the effect of the previous hold (vehicle i-1) on the distribution of d~ is 
I 

neg) igible. Effectively, this implies an assumption that X~ 1 = 0. 
1-

Second, we will assume that the number of passengers on the bus at the 

control point is always the same. This means that we can replace the term 
b b 

1- b Hi by l - b E ( H) . 

Finally, we will assume that H. and H. 1 are identically distributed 
I 1+ 

random variables, and that the difference, H. 1 - H., is approximately normal. 
1+ I 

If H. and H. 1 are identically distributed, their 
I 1+ 

difference should be 

symmetric about zero, and Sterman (1974) presents empirical evidence that 

headways themselves are normally distributed. Hence, assuming that the 

difference between two headways is approximately normal appears quite reasonable. 

Under these assumptions, we can write d~ as: 
I 

(A-13) 

Because the last term in (A-13) is just a constant, i f H. 1 - H. is normally 
1+ I 

distributed, dp wi 1 I be also. The expected value of d~ is then approximated by: 
i I 

b 
= ~ 2(1-b) E(H) . (A-14) 

Since H. and H. 1 are identically distributed, E(H. 1 - H.) = 0. Also, 
I 1+ 1+ I 

since (A-14) does not depend on i, but is the same for al I vehicles, the 

subscript i in the expected value has been dropped. The distribution wi 11 

be the same for all i, so the subscript is unnecessary. 

The variance of dp is: 

2 
a = .25 V(H. l - H.) 

p 1+ I 

= .25[V(H. 1) + V(H.) - 2 cov(H. l' H.)]. 
1+ I 1+ I 

(A-15) 
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If Hi and Hi+l are identica ll y di s t ri buted, V(Hi) = V(Hi+l) = V(H). Also we 

can write the covariance term as: 

cov(H. 1, H.) = p 1/(H) 
1+ I 

(A-16) 

whe re p is the cor relation coe fficient between successive headways. Thus, we may 

• rewrite (A-15) as fol lows: 

a2 = . 5(1 - p) V(H) . 
p 

To summarize, dp is distributed approximately normal, with mean ~ 

and varianc e 0 2, given by equations (A-14) and (A-17), respectively . 
p 

We can then find E[ (X P) 2 ] as follows: 

= L: O· p(dp < o) dXP + 1:(Xp)Z f(XP) dXP 

J: (xP) z 
(Xp - µ )2 

= exp(-
202 

) 
a l2'rr p p 

µ (J 
2 0 2) ::: (µ + p(dp > 0) + ___e___.e_ exp(-
p p ✓2TT 

If we defi ne the coe ff ic i ent of variation, C , as: 
p 

c = a h.1 p p p 

we may rewr i te (A- 18) as follm'-1s: 

dX P 

2 
IJ 

_ p) 

20 2 
p 

(A-1 7) 

(A-18) 

(A - 19) 

(A - 20) 

where: ¢ (C ) = 
p 

probabi l ity that a nor mal random variable wi th coeffic i en t 
of variation C is grea t er than zero. 

p 
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Substituting equations (A-14) and (A-20) into (A-10), we obtain t he 

following result: 

b2 2 C 2 
= 

4
(l-b) ((1 + Cp) ~(Cp) + _£_ exp(-l/2C )] . . & p 

(A-21) 

ln addition, we can substitute equations (A-14) and (A-17) into (A- 19), and 

rew~ite C as fol lows: 
p 

C = - l-b ✓--2.,..,(1,...._--.-- rvtm"° 
p b E (H) 

(A-22) 

Equations (A-21) and (A-22) are the ;esults quoted in Chapter 5, as equations 

(S-18) and (S-19). 
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Did you find the research to be of high quality? 

Were the results of the research communicated effectively 
by this report? 

Do you think this report will be valuable to workers in 'the 
field of transportation represented by the subject area of 
the research? 

Are there one 'or more areas of the report which need 
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Would you be interested in receiving further reports in t his 
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