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STRATEGIES FOR IMPROVING BUS TRANSIT SERVICE RELIABILITY
EXECUTIVE SUMMARY

The concept of ''service reliability' has come into increasing promi-

nence in recent years as an important characteristic of the quality of

service provided by transportation systems. A basic definition of reliability,
as the term is used here, is the variability of a system performance measure
over time. The focus is on stochastic variation in performance, rather than
on more traditional engineering concepts of probability of component or

system failure. The level of service measure most clearly subject to varia-
tion is travel time, and this variability is often described in terms of non-

adherence to schedule.

Service reliability is important to both the transit user and the
transit operator. To the user, non-adherence to schedule results in increased
wait time, makes transferring more difficult, and causes uncertain arrival
time at the destination. The importance of some measure of reliability to

trip-making behavior has been emphasized in several attitudinal studies.

In addition to its importance to transit users, unreliability in
operations is a source of reduced productivity and increased costs for
transit operators. This is due to the need to build substantial ''slack
time'' into timetables in order to absorb deviations from the schedule. This

leads to reduced utilization of both equipment and personnel.

In light of the current need for more cost-effective public transportation
in urban areas, it is important to understand the sources of unreliability, and
to investigate the potential of several alternative control strategies to
improve both the quality of service provided and the productivity of the

vehicles and personnel in the system,
This project has had four major objectives:

1) investigation of the sources of service reliability problems in

bus transit networks;

2) identification of potential strategies for reducing the severity

of the problem;



3) development of models to allow these various strategies to be

analyzed and evaluated; and

k) general evaluation of the relative effectiveness of these

strategies for improving service reliability.

In order to investigate the sources of service reliability problems,
a substantial set of simulation experiments was performed. These experiments
allowed for controlled variation of a number of important characteristics
of bus networks, including network form (grid or radial), route density,
frequency of service, degree of link travel time variability and the demand/
capacity ratio. The results of these experiments can best be summarized in
terms of vehicle bunching, variability of transfer times, and the relative

impacts of service frequency and route density.

The experiments indicated how vehicle bunching is related to frequency
of service, level of demand and the variability of link travel times. In
particular, these results jllustrate the importance of reducing link travel
time variability in an effort to prevent buncheé from forming. This repre-
sents an extension to the results of previous researchers, which placed

primary emphasis on the demand/capacity ratio and boarding times.

The importance of transferring to overall trip reliability focuses
attention on the trade-off between the length of the scheduled wait time at
transfer points and the risk of missing the intended connecting bus. Where
~arrivals can be scheduled to coincide, as in radially structured networks,
the application of controls to the operation of transit service has the
potential to permit more closely scheduled arrivals on connecting services
while maintaining a reasonable assurance that the intended connection will

be successful.

Finally, it is clear from the experimental results that service re-
liability is much more sensitive to frequency of service than to route density.
This implies that there are substantial reliability impacts of the trade-off
between operating fewer routes at higher frequency or more routes at lower
frequency, given a limited amount of vehicle resources. Traditionally, this
trade-of f has been evaluated using simplistic models of expected passenger
wait time and the accessibility of transit service to users. However, the
present work has shown that service reliability is also an important factor

in this trade-off and should be included in the evaluation.
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With these ideas in mind, a variety of potential strategies for improving
service reliability have been considered, These strategies fall into four
general classes: 1) vehicle ho}ding; 2) stop reduction and zone scheduling;

3) changes in traffic signal operation; and 4) provision of exclusive right-

of ~way,

Within the category of holding strategies, two major subgroups of
strategies are considered: schedule-based holding and headway-based holding.
The schedule-based ''checkpoint'' strategy is very simple to implement and
offers promise of significant benefits on long-headway routes where the
schedule is sufficiently slack so as to make holding to schedule a reasonable
procedure. The key elements of implementing such a policy are constructing a
reasonable schedule as a goal and enforcing adherence to that schedule. This
enforcement requires both proper incentives for drivers and a mechanism for

accurate monitoring of their performance.

For routes operating with shorter headways, two near-optimal headway-
based control strategies have been developed. One strategy holds a vehicle
until its preceding headway is as close as possible to its following headway,
allowing for an adjustment in consideration of the people delayed on the
vehicle. Referred to as '""Prefol', it requires a prediction of the arrival
time of the following vehicle. A similar strategy that is dependent only on
the known magnitude of the current headway, called the ''Single Headway"'
strategy, is also proposed, The strategies are simple in form, require
limited data about the route, and are near-optimal over a wide range of

situations.

Models of the effectiveness of the strategies indicate that they are
sensitive to three important characteristics of a control point: (1) the
current level of unreliability, as measured by the headway coefficient of
variation; (2) the relationship between successive headways, measured by
the correlation coefficient; and (3) the proportion of passengers who must

ride through the control point.

The Single Headway strategy performs less well than the Prefol strategy
when vehicles arrive relatively independent of each other. As passenger
loading delays increase and successive headways become more dependent on

each other, the Single Headway strategy prediction capability improves and
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it approaches the performance of the Prefol strategy. In any event, however,
the Single Headway strategy requires less information about the system, and

could certainly be implemented without expensive AVM equipment,

Reducing the number of stops made by each individual vehicle js a
second class of methods to improve service reliability, Two major ways of

accomplishing this reduction have been examined.

Eliminating stops so as to increase average stop spacing can be useful
if stop density is very high before reduction, and if traffic signal operation
can also be changed to allow buseé to take advantage of the potential for in-
creased speed. It should be noted, however, that increasing stop spacing also
has the effect of reducing the accessibility of the bus route to those who use
it. Thus, there is a tradeoff of improvement in one (or more) dimension(s) of
service quality and a degradation in another. The full implications of this
can only be ascertained by including a demand analysis with the results of
this work, in order to determine how travelers would react to this tradeoff.
Such analysis remains for further study.

An alternative way of reducing the number of stops made by each
vehicle, without increasing overall stop spacing, is by zone scheduling. A
model has been developed to design optimal zone structures and allocate buses
to zones, using dynamic programming. Application of this model to a route
in Chicago illustrates the potential effectiveness of zone scheduling as a
service improvement strategy. Substantial improvements in reliability, as
well as in other measures, appear possible. Simulation of a particular zone
strategy for two routes in Cincinnati has indicated the attractiveness of

such a method in an alternative context as well, using a more detailed model.

The third class of potential strategies involves changes in traffic
signal operation. Such changes can take the form of changes in signal timing
or of allowing buses to preempt signals. The results of simulation experiments
indicate the important interactions between stop spacing and signal timing.
Both characteristics must be considered jointly in order to make changes in
either effective. The limited experimentation done in this project indicates
that this may be difficult to do, but that if the stop spacing and signal
timing are appropriately '"matched,'' the effects may be similar to those from

signal preemption.
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The signal preemption strategies tested resulted in 17-18% increases
in both mean and standard deviation of vehicle speed, and 8-9% reductions in
mean and standard deviation of waiting time. These are significant improve-
ments, and indicate that signal preemption can be an effective means to
improve reliability of service, as well as average travel time. These benefits
to buses (and riders) able to preempt traffic signals must be balanced against
additional delays which may be inflicted upon cross-traffic. The tests per-
formed in this project have been based on signal settings designed to minimize
total expected delay for both main and cross-direction traffic, and thus should
provide a reasonable basjs on which to judge the potential effectiveness of
signal preemption, but more detailed assessment of the effects on cross-traffic

would require a more detailed traffic simulation model.

The fourth class of strategies, provision of exclusive right-of-way,
may be considered for situations in which there is a very high level of
transit activity, say 30 or more buses per hour along a particular street.
Empirical findings in several demonstrations in the U.S., Europe and Australia
have indicated the effectiveness of reserved lanes in particular circumstances.
Additional simulation experiments performed in this project have also indicated
that the combination of a reserved lane for buses and signal preemption can

be an effective means of improving both average bus speed and service reliability.

The selection of an appropriate strategy for a given situation appears
to depend heavily on the frequency of service on the route(s) involved. For
low frequency situations (less than 10 buses per hour) a checkpoint {schedule-
based holding) strategy, or some form of zone scheduling will probably be most
effective. In medium frequency cases (10 to 30 buses per hour), zone scheduling
and signal preemption appear to be most effective, and in high frequency
environments (more than 30 buses per hour) a reserved lane with signal pre-
eﬁption is likely to be effective. Headway-based holding can also be effective

in medium and high frequency situations if an appropriate control point can be
identified.

Zone scheduling works best when most passengers are destined for (or
originate at) a single stop. Examples of such services are feeder routes to
rapid transit stations, or radial routes terminating in the central business

district (CBD) whose ridership tends to be mostly commuters.

Signal preemption is most effective when there are reasonably heavy
bus flows in the main direction and little or no bus traffic on the crossing
streets. To obtain the maximum benefits from preemption, it is necessary

to adjust the signal cycle length and phase splits as well.
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This project has provided a battery of analytic tools for the transit
operator or planner to use in evaluating particular strategies for improving
service reliability in a given situation. These tools include a method for
easily evaluating whether headway-based holding will be effective in a given
situation and identification of appropriate control points (if any), a dynamic
programming procedure to design zone schedule structures, and a discrete-event
network simulation model for more detailed testing of a variety of possible
strategies. The general conclusions drawn in this report should provide
guidance in the consideration of possible actions, but the most important
product of the research is the tools made available to the operator or

planner for detailed evaluation of specific changes in his/her own environment.
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Preface

This report is a sequel to the earlier report by M.A. Turnquist and
L.A. Bowman, entitled Control of Service Reliability in Transit Networks,
report DOT/RSPA/DPB-50/79/5, dated March, 1979. Chapters 3 and 4 of this

report summarize many of the major elements of that earlier document, but

the interested reader may wish to refer to that report for additional details.
There is also a Users' Manual for the computer simulation model described in
Chapter 2 of this report. This manual, by W.C. Jordan and M.A. Turnquist,

provides a companion document useful to persons who wish to utilize the model

directly.

This research was supported by contract DOT-0S-80018 from the Office
of University Research, U.S. Department of Transportation. The advice and
assistance of the contract monitor, Mark Abkowitz, have been extremely help-
ful throughout the course of the project. | would also like to thank several
present and former graduate students for their contributions to this work.
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-yvii=-



Table of Contents

Page
Introduction I
The Simulation Model 3
2.1 Overview of Model Structure 3
2.2 Network Representation 4
2.3 Bus Movement Over Links 5
2.4 Passenger Arrivals at Bus Stops 8
2.5 Passenger Origin-Destination Trip Statistics 1]
2.6 Simulation of Control Strategies 13
2.7 Summary 14
Simulation Model Validation 16
Sources of Unreliability and Implications for Control Strategies 27
4,1 Vehicle Bunching 28
4.2 Effect of Route Conf:guratlon on Passenger Transfers 32
4.3 Conclusions 3
4.4 Potential Strategies for Improving Service Reliability 35
ehicle Holding Strategies 36
5.1 Schedule-Based Holding 36
5.2 Headway-Based Holding Strategies 37
5.2.1 Optimail and Near-Optimal Strategies 4o
5.2.2 Characteristics of the Strategies 43
5.2.3 Potential Effectiveness of Headway Controls 47
5.3 Application of the Strategies 53
5.4 Simulation of Schedule-8ased Holding 58
5.5 Summary 59
Stop Reduction and Zone Scheduling 61
6.1 Increased Stop Spacing 61
6.1.1 Analytic Models of the Effects of Stop Spacing 62
6.1.2 Simulation Experiments with Increased Stop Spacing 69
6.2 Zone Scheduling 70
6.2.1 Model Formulation 73
6.2.2 Model Application ég
6.2.3 Model Extensions
6.2.4 Summary and Conclusions 91
6.2.5 Simulation Experiments With Zone Scheduling 92
6.3 Summary S e
Changes in Traffic Signal Operation 98
7.1 Prior Research on Signal Preemption 98
7.2 Simulation Experiments With Preemption 100
7.3 Signal Timing 102
7.4 Summary 104

-1ix-



Table of Contents - Continued

8. Reserved Bus Lane Strategies
9. Conclusions and Implications of the Research

Sources of Unreliability

Strategies for Improving Reliability

Relative Effectiveness of Alternative Strategies
9. Practical Implications of the Research

D O WO
N —

References

Appendix

Page
105

109

109
110

113
114

116
A=



STRATEGIES FOR IMPROVING BUS TRANSIT SERVICE RELIABILITY

CHAPTER 1
INTRODUCT ION

The concept of ''service reliability' has come into increasing prominence
in recent years as an important characteristic of the quality of service pro-
vided by transportation systems. A basic definition of reliability, as the
term is used here, is the variability of a system performance measure over
time. The focus is on stochastic variation in performance, rather than on
more traditional engineering concepts of probability of component or system
failure. The level of service measure most clearly subject to variation is
travel time, and this variability is often described in terms of non-adherence

to schedule.

Service reliability is important to both the transit user and the transit
operator. To the user, non-adherence to schedule results in increased wait
time, makes transferring more difficult, and causes uncertain arrival time at
the destination. The importance of some measure of reliability to trip-making
behavior has been emphasized in several attitudinal studies. For example,
Paine et al. (1966) found that potential users ranked ''arriving when planned"
as the single most important service characteristic of a transit system. This
finding has been substantiated in further studies by Golob et al. (1972) and Wallin
and Wright (1974).

In addition to its importance to transit users, unreliability in
operations is a source of reduced productivity and increased costs for
transit operators. This is due to the need to build substantial "slack time'
into timetables in order to absorb deviations from the schedule. This leads
to reduced utilization of both equipment and personnel. The recent report
by Abkowitz et al. (1978) provides an excellent summary of the major issues
in transit service reliability from the perspectives of both the user and the

operator.

In light of the current need for more cost-effective public transportation
in urban areas, it is important to understand the sources of unreliability, and
to investigate the potential of several alternative control strategies to
improve both the quality of service provided and the productivity of the

equipment and personnel in the system.



This project has had four major objectives:

1) investigation of the sources of service reliability problems in

bus transit networks;

2) identification of potential strategies for improving reliability

of service;

3) development of models to allow these strategies to be analyzed and

evaluated; and
L) general evaluation of the relative effectiveness of these strategies.

The primary tool used for investigation of the sources of service reli-
ability problems is a network simulation model. A basic prototype model was
developed under a previous grant from the National Science Foundation. During
the current project, this model has been greatly extended and revised, to make
it more flexible, more comprehensive, and easier to use. This model has allowed
investigation of the fundamental relationships between system characteristics
(i.e. route length, route density, frequency of service, network connectivity,
etc.) and the level of service reliability provided. Understanding of these
relationships is vital to the formulation of effective control strategies. The
structure of this model is described in Chapter 2, and the process of model
validation is discussed in Chapter 3. Experiments with the model to investigate
sources of reliability problems are described in Chapter 4. Chapters 3 and 4
summarize work described in greater detail in an earlier report from this
project (Turnquist and Bowman, 1979), with the addition of some new material
in Chapter 3. The interested reader is referred to the earlier report for

more detail on these topics.

Chapters 5 through 8 provide detailed analyses of four major classes of
strategies for improving service reliability. Chapter 5 discusses vehicle hold-
ing strategies. Chapter 6 treats methods for reducing the number of stops made
by each vehicle, including increasing stop spacing and zone scheduling. Signal
preemption and timing strategies are discussed in Chapter 7, and Chapter 8

describes strategies involving exclusive right-of-way for buses.

Conclusions from the research and practical implications of the results

are presented in Chapter 9.



CHAPTER 2
THE SIMULATION MODEL

Construction of a prototype simulation model was accomplished as part
of a previous project (Turnquist, 1978). In the course of the current project,
several major refinements and extensions have been made to the model. First,
the component of the model dealing with the times of passenger arrivals at bus
stops has been improved greatly. Second, the specification of link travel
time distributions for buses has been improved, including an option for both
"macroscopic'' and ""microscopic'’ simulation of vehicle movements. This is
described in greater detail in Section 2.3. Third, additional logic to reflect
the enactment of various vehicle control policies has been added. Finally,
the model has been validated using data from Evanston, |1linois, and Cincinnati,
Ohio.

Section 2.1 describes the basic logical structure of the model. Sections
2.2 through 2.6 discuss the major elements of the model individually. A more
detailed explanation of the actual mechanics of the simulation program is con-

tained in the Users' Manual (Jordan and Turnquist, 1980).

2.1 Overview of Model Structure

The computer simulation model of bus transit network operations is written
in SIMSCRIPT I1.5 (CACI, 1976). The model is very flexible, so as to allow
representation of a wide variety of systems. It can be used to analyze single

routes (including those which branch) or entire networks of routes.

The bus system is modeled by defining classes of entities which correspond
to the major physical elements of the system. For example, bus stops are
defined as an entity class. Each entity has attributes associated with it which
describe the current state of that entity. For example, the bus stop entity
mentioned previously would have attributes indicating the time that the last
bus departed, the number of passengers currently waiting, the number of routes

serving the stop, etc.

Entities may belong to sets. A set is a group of entities which is '"owned"
by another entity. For instance, a bus stop entity may have (own) a set of
passenger entities associated with it (i.e., passengers that are waiting at the
bus stop). Entities can move into and out of a set, and may belong to several

sets at once.



The physical elements of the bus system are modeled by this entity-
attribute-set structure. The dimension of time is introduced through events.
Events are incidents that are of importance to the operation of the system
being modeled - a bus arrives at a stop, a bus departs from a stop, etc.
Certain entities, such as buses and passengers, move through the system through

the occurrence of series of events.

Bus routes are modeled as an ordered sequence of links, connecting pairs
of bus stops. Buses move over these links, interacting with the general
traffic stream, and are delayed at stops for boarding and alighting passengers.
Passengers originate in the system at the time of their arrival at a bus stop,
where they are placed in a queue to wait for an appropriate bus. When such a
bus arrives, they board and ride to either their destination or a transfer
stop. |If they must transfer, they are placed in another bus stop queue, and the

process repeats until they arrive at their destination.

Five major elements characterize the simulation model and distinguish it

from other bus transit simulations:

1) flexibility in network representation;

2) user options with respect to simulating bus movements over links;

3) thoroughness in modeling passenger arrivals at bus stops, and
resulting wait time;

4) ability to track passengers through the system and collect detailed
origin-destination trip times and other statistics; and

5) ability to model the effects of various strategies for controlling

schedule adherence in transit systems.

These elements are discussed individually in the following subsections.

2.2 Network Representation

The flexible manner in which bus routes are specified in the model allows
a wide range of systems to be specified easily. Three of the basic entity
types in the model are bus stops, links, and routes, Routes are defined simply
as an ordered sequence of links connecting pairs of bus stops. Routes in the
model are one-way, so that various types of special cases can be handled as
easily as possible. For example, peak-period express services that operate in
one direction only, routes that operate on different (perhaps one-way) streets

in the opposite direction, or routes with one-way loops can all be represented



very easily. A normal two-directional route is simply represented by a pair

of one-way routes connected through vehicle assignments.

Vehicle runs are input in a timetable which specifies times of dis-
patches for each run on each route, and the next route to which each vehicle
is assigned on completion of a given route. This type of specification allows
many variations of through-routing or interlining, short turns, and branches

of routes to be represented gquite easily.

Throughout the model, an attempt has been made to minimize assumptions
required about the structure of the network being modeled. This has been done
so as to make the model as easily applicable as possible in a wide variety of
situations. As a result, the transit operator or planner as a potential user
of the model should be able to represent most of the important idiosyncracies
of the network being analyzed without needing to make modifications to the model

itself.

2.3 Bus Movement Over Links

The model contains two basic options for simulating bus in-motion times
over links in the route network. In the basic, or macroscopic, model bus in-
motion times on links are assumed to be random variables following a shifted
gamma distribution. The amount of the shift corresponds to the minimum, or
free-flow, time in which a bus could traverse a link. This value is assumed
to be equal to the link length divided by the speed limit. The gamma distri-
bution corresponds to the delay experienced by the bus. The distribution has
two parameters. The scale parameter, z, reflects the duration of an average
deiay.‘ The shape parameter, k, indicates the average number of interferences

the bus will encounter per mile.

While z is relatively constant over different street types, obviously
the k parameter can vary significantly for a bus traveling on, say, an urban
street versus a bus traveling on an expressway. Hence the model allows for
the input of the k and z parameters and the speed limit for several different
types of links. Additional detail on this issue can be found in Turnquist and

Bowman (1979).

In the macroscopic model then, if link j is of type i, the expected value

and variance of in-motion time are as follows:



E(YJ.) = L (kizi + 1/Si) (2-1)
2

Var(y.) = Ly K (z.) (2-2)
where: Yj = in-motion time of bus on link j

L. = length of link j

J

S, = speed limit on link type i

k,,z, = gamma distribution parameters for link type i

At the option of the user, an alternative method of simulating link
travel times can be used. This is referred to as the microscopic option.
For a bus traveling on a route segment which is being simulated microscopically
two important sources of bus delay are reflected explicitly in the model:

signalized intersections and traffic congestion.

Traffic influences bus travel time through a relationship between traffic
density and bus speed. This relationship is a modified version of the function
suggested by Radelat (1973), and is illustrated in Figure 2-1. This function
is used to compute the expected value of bus cruising speed. The actual bus
cruising speed is assumed to be a random variable normally distributed around
the expected value with a standard deviation of 4 miles per hour (Radelat,
1973, pg. 79). The traffic density is determined by dividing the traffic

volume for any given block by the length and number of lanes of the block.

Just as traffic volumes affect bus speeds, the presence of buses affects
.the movement of traffic. This is reflected in the model through representation
of activities at intersections and bus stops. A bus stopping at an unprotected
bus stop will often block one lane of traffic. This is reflected in the model
in the simulation of traffic movement. Additional detail on the model repre=
sentation of activities at protected and unprotected bus stops, and at inter-
sections, is contained in the Simulation Model User's Manual (Jordan and

Turnquist, 1980).

Explicit representation of traffic congestion and intersections is
important both because it provides a description of major sources of variation
in bus travel times, and also because it provides the ability to test several
promising strategies for reducing this variation, including changes in signal
progression, signal preemption, etc. Such tests are discussed more fully in

Chapters 5 through 8.
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Figure 2-1. Expected bus speed as a function of traffic density.



2.4 Passenger Arrivals at Bus Stops

Passenger arrivals at a bus stop are allowed to follow one of two
different processes in the simulation model. The simplest is the traditional
one, assuming arrivals follow a Poisson process and are uncoordinated with
the bus schedule for the stop. This random arrival pattern is an accurate
representation of reality only when bus headways are short or service is very
unreliable (Jolliffe and Hutchinson, 1975). It is assumed that the average arrival _

rate, the parameter of the Poisson process, does not vary over the simulation period.

Alternatively, passenger arrivals may be coordinated with the bus schedule. .
This passenger-choice model has been described previously by Turnquist and
Bowman (1979). Considering a schedule headway interval of length H, a passenger
arriving in this interval is assumed to have a probability density function

of arriving at time t, 0 <t <H, given by:

eu(t)
fo = (2-3)
g ©
where: u(t) = the passenger's utility for arriving at time t.

This utility function is assumed to be related to the passenger's expected
wait time when arriving at time t. Based on empirical tests described by

Turnquist and Bowman (1979), a useful functional form is:

a(t) = [E(W)]1° (2-4)
where: E(wt) = expected wait time for a passenger arriving at time t
c = constant coefficient. .

When aggregated over a population of users, this probability density function.
becomes a time-varying arrival rate of passengers at the bus stop. This rate
function is used as the basis for simulating passenger arrivals as a non-

stationary Poisson process.

The importance of this passenger=-choice model is that it provides a
better estimate of the effects of service frequency and reliability on passenger
wait time than does the traditional random arrival model. This is illustrated

graphically in Figures 2-2 and 2-3.
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Note that the passenger-choice arrival model indicates a much greater
sensitivity to schedule deviation, and a much lower sensitivity to frequency,
than does the random arrival model. This difference is extremely important,
for it indicates that the benefits of service reliability improvements may be
much greater than previously predicted. On the other hand, the wait time
reductions from simply adding vehicles to improve frequency of service without
attempting to control schedule adherence, are likely to be much less than
predicted by a simple random arrival model. The implications for appropriate

service improvement strategies by transit operator could be very significant.

2.5 Passenger Origin-Destination Trip Statistics

The ability to trace passenger movements from origin to destination, and
to develop statistics related to this entire trip, is an important feature of
the simulation model. Many previous models have either been single-route
oriented, or network models which deal with ""unlinked" trips. In either case,
the ability of the model to test implications of various service changes on

transfer trips is extremely limited.

Kulash (1971), for example, made use of a network simulation model in the
analysis of system capacities, but due to his different needs he permitted the
steps in a passenger's trip through the network to be ''disconnected." The
advantage of breaking a traveler's trip into sections is the ability to repre-
sent a multi-step trip as several independent no-transfer trips. Zonal trip
generation rates are adjusted to account for additional trips created by
passenger transfers. Then, instead of deciding whether each individual passenger
is to be terminated or transferred, a percentage of the passengers remaining
on the vehicle are simply terminated at each stop. In this research, however,
analysis of the effects of service reliability on transfers requires statistics
on transfer times and overall origin-destination (0-D) travel times. Each
passenger, therefore, is followed through the system until arrival at the

final destination.

The model produces several summary statistics on transfers and 0-D
level-of-service automatically. One of the most useful outputs is a histo-
gram of effective 0-D trip speed through the system. An example of this

output is shown in Figure 2-4.
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The advantage of using speed as a measure, rather than time, is that
aggregating trip time statistics for 0-D pairs of different trip length
tends to confuse rather than clarify the meaning of the output. However,
speed measures are not subject to this problem, and thus provide useful summary
statistics. By looking for strategies which tend to improve both the mean and
variance of the speed distribution, the model user can identify promising

service improvement policies.

In addition to the summary 0-D trip statistics produced automatically,
the model also writes a separate, detailed passenger movement file which can
be analyzed off-line. This file contains a record for each passenger that used
the system during the simulation run, and includes information on origin stop,
destination stop, transfer stops (if any), and arrival and departure times for
each stop in the trip. This data can provide the basis for detailed analysis
of wait times, transfer times, in-vehicle times, number of transfers, etc.
It also allows such analyses to be segmented by trip length, number of trans-
fers, 0-D pair, etc. Because of the size of this data file, it is not printed
with the simulation output, but is written to a scratch unit which can be saved

on disk or tape.

2.6 Simulation of Control Strategies

Several possible strategies are available for the control of buses that
have potential for improving reliability. Some of them, such as signal pre-
emption, attempt to reduce the number and size of delays a bus must face.
Others, such as vehicle holding strategies, attempt to minimize the conse-
quences of those delays. Many of the strategies have other benefits in
addition to reliabjlity improvement, principally reduced travel time. Several
are among the Transportation Systems Management (TSM) options that are being

encouraged by the U.S. Department of Transportation.

Table 2-1 indicates a number of potential strategies, including both
those which are ''planning-oriented" and those which would be active in '"'real-
time." In general, the distinction is that planning strategies involve changes
in operations of a persistent nature, For example, changes in route structure,
such as zone scheduling, have substantial long-term effects on the character of

operations, and the decision to make such a change is the result of the service
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planning process. On the other hand, real-time control measures, such as the
holding strategies, are designed to act quickly ta remedy specific problems.
These actions have immediate effects, but seldom exert any influence on the
general nature of operations over a longer time period.

v e n o S e e e e

Table 2-1. Potential Strategies for Improvement of Reliability

1. Headway-based holding strategies.

2. Schedule-based holding strategies.

3. Zone scheduling of routes.

4. Reductions in the number of stops per mile of route.

5. Changes in signal timing to make progressivé signalization
oriented to speed of buses.

6. Reserved lanes for transit vehicles.

Signal preemption for buses.

Rescheduling for lower frequency of service and holding
extra buses for fill-in duty.

Reduce policy volume/capacity ratio at peak load point.
10. More precisely timed dispatching at terminals.
Each of the strategies in Table 2-1, or combinations thereof, can be
tested quite readily with the simulation model. Thus, the model developed
in this project provides a more flexible environment for testing of a variety
of service-improvement strategies than has been available previously. Chapters
5 through 8 of this report describe detailed testing of many of these strategies

using both analytic models and the simulation model.

A Summa ry .

The simulation model developed in this project is the result of an effort
to construct a flexible, understandable and relatively easy-to-use model of
bus transit network operations. The preceding sections have described the
major elements of the model, concentratiﬁg on those which distinguish it from
earlier simulations of bus systems. These elements are: 1) the flexibility of
network representation; 2) options available to the user for simulating vehicle
movements over links; 3) the passenger-choice arrival model; 4) the ability to

trace passengers through the network; and 5) the ability to test a wide variety
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of potential control strategies. Additional detail on all the elements of
model structure, and specific instructions for use of the model, are contained

in the User's Manual (Jordan and Turnquist, 1980) which complements this report.

An important aspect of model-building in general, and simulation modeling
in particular, is the validation of the models against real observations. This
is especially crucial in simulation modeling because the models tend to be
large, complex, and incorporate many component models. Chapter 3 discusses
the tests performed on the simulation model developed in this project in order

to evaluate the validity of the model structure.
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CHAPTER 3
SIMULATION MODEL VAL IDATION

Validation of the simulation model has been based on tests involving two
existing systems - Evanston, Illinois, and Cincinnati, Ohio. |In each case,
comparison of observed and simulated performance of the system provides the

basis for assessing model validity.

Initial experiments were conducted with the Evanston route network. This

network is illustrated in Figure 3-1,

Seven simulated morning rush hour periods were compared to seven days of
observations collected in Evanston in 1974. Data were available for a total
of 21 stops in the system. Analysis of the performance of the model addressed
questions in three categories:

1. Schedule Adherence: Do vehicle schedule deviations resemble those
' observed in the real system?

2. Transfer Volumes: Do zonal generation-attraction rates result in
the desired loadings? Do origin-destination
flows correspond to those observed? Are
passenger route-choice decisions modeled
correctly?

3. Transfer Delay: How do the transfer times in the model correspond
to those observed in the field?

The tests have been described in detail previously (Turnquist and Bowman, 1379)

and will not be repeated here.

In general, the simulated results conformed quite well to the observed
data from the Evanston system. The comparisons illustrated that it is easier
to predict means than to predict deviations from the mean, but even when deal-

ing with measures of deviation the simulation results were reasonably accurate.

The validation exercises indicated one aspect in which the model could
be improved significantly. This involved the degree of schedule adherence on
departure from the dispatching point at a route terminal. This change was

incorporated into the model before further tests were run.

The second phase of mode! validation has involved testing the extended
mode! with both macroscopic and microscopic representations of bus movement
over links. This second phase has been based on data collected in Cincinnati,

Ohio. The test network involves three routes in the ''Reading Road' corridor,
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along which the General Motors Urban Transportation Laboratory has installed
automatic vehicle monitoring (AVM) equipment. This has provided an excellent
data base against which to conduct further validation tests. The test network

is illustrated in Figure 3-2.

The set of measures used in the second phase of testing is somewhat
different from those used in the first tests in Evanston. This is a result
of the heavy emphasis on transfers in the first phase, and the fact that
transfers are uncommon in the Cincinnati sub-network being examined. In
addition, some data were available in Cincinnati that were not available in
Evanston, so measures relying on these data could be used. The four principal

measures used in the Cincinnati tests are:

1) mean deviation of buses from scheduled arrival time at each stop;
2) standard deviation of the deviations from schedule by stop;

3) average running time in each direction along each route; and
4)

average bus load leaving each stop.

The first two of these measures reflect the degree to which the model
represents the distribution of bus arrival times at each stop. These distri-
butions are of great importance in assessing the impacts of unreliable service
on passenger wait times. The degree to which the mode! reflects the first two
moments of these distributions is an important test of its ability to indicate

the effects of control strategies. The third measure is a test of the link

travel time distributions and stop dwell time relationships embedded in the mode

The last measure is somewhat different from the first three, in that it
constitutes more a verification of internal consistency in the model, than of
valid model representation of reality. Because origin-destination (0-D) trip
data were not available in Cincinnati, the 0-D trip table input to the model was
synthesized. Thus, the bus load measure provides a check on whether or not this

model input was nearly correct, rather than being a true validation measure.

Initial experiments were run on the model using the macroscopic link

travel time option, as had been the case in the initial tests in Evanston.

Figure 3-3 shows the mean deviations from schedule at each stop, plotted
against the observed values. |In each case, the means are taken over bus
arrivals in a 3-hour period from 6:00-9:00 A.M. In general, the model
predictions are quite good. A line to represent ''predicted-observed' is
shown for comparison. The correlation coefficient between the model values

and the observed values is .73.



Route 43
el

Route 47
/

ke
Ly
Q-
.—Route 45
45
s )
Clinton L
Springs Ave
Routes

[ 43, 45, 47

—-=-=="Lincoln Ave

Reading

l Gov't Sq (downtown)

Figure 3-2. Route network from Cincinnati.



Mean deviation from model, seconds

160 - X

120

|
>

@
@)
1

H
O
|

O
I
x

_40_

“8() L

1 : L
-80 -40 o) 40 80 120

Observed mean deviations, seconds

Figure 3-3. Mean bus deviation from schedule by stop -
macroscopic model predictions vs. observations.

160



21

Figure 3-4 shows the relationship between predicted and observed values
of the standard deviation of the distribution of departures from schedule at
each stop. The correlation between predicted and observed values is .48.

The model is clearly reflecting some of the major differences among stops,
but is not representing all of these distributions as accurately as might be

desired. This will be discussed further, in the context of the microscopic model.

Figure 3-5 illustrates the results for mean bus running time in each
direction on each of the three routes. Once again, the results are generally
good, with a correlation of .60. There is one observation (route 43 outbound)
for which the model predicts running time approximately 20% too long. However,
this does not seem to indicate a serious problem with the model. The other
predictions are quite close, and the one outlier represents the of f~peak
direction on this route, so it is likely to result from a local peculiarity

on that route rather than from a substantial model shortcoming.

The results on mean bus load are shown in Figure 3-6. The correlation
coefficient between preducted and observed values is .99, indicating that the
model is predicting link flows in the system very accurately, and that the 0-D

trip table is approximately correct.

On the basis of these tests, the macroscopic model has been judged to
be acceptable. Its major weakness appears to be in representing the varia-
bility of deviations from schedule of bus arrivals at stops. It is precisely
in this area that we would expect the microscopic model to provide an improvement.
By reflecting the interactions of buses and the general vehicle stream more
completely, and by explicit representation of signalized intersections, etc.,
we would expect the variability in bus travel times along a route segment to
be reflected more accurately. This should translate into better representation

of the variability of vehicle arrival times at stops.

Figure 3-7 illustrates that this is indeed the case, showing predicted
standard deviations by stop from the microscopic model plotted against the
observed values. The correlation coefficient for these values is .78, indi-
cating a substantial improvement over the macroscopic model. It should also
be noted in this regard that the microscopic representation was applied to
only a section of the network, from Clinton Springs Ave. to Government Square, a
section used by all three routes. The remainder of the network had the same

macroscopic representation as in earlier runs. Thus, by applying the micro-
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scopic representation to only a small key portion of the network, the overall
results were improved substantially. |t seems quite clear that the capabilities

provided by the microscopic model are an important and valuable addition to

the overall simulation.

This test has also illustrated the ability of the model user to combine
macfoscopic and microscopic representations on different parts of a single
network. By selecting key parts of the total nétwork for more detailed repre-
sentation, the user can achieve much improved results with only a modest

increase in data requirements and computer running time.

The results presented here are the culmination of a sequence of tests,
model revisions followed by more tests, etc. Based on these measures, the
resulting model appears to be a generally accurate representation of observed

system performance, and may be accepted as a basis for further experiments.
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CHAPTER 4
SOURCES OF UNRELIABILITY AND IMPLICATIONS FOR CONTROL STRATEGIES

Several previous studies (Newell and Potts, 1964; Vuchic, 1969a; Barnett,
1974) have focused on reliability at single stops and along linear routes. In
addition, there are a number of fundamental questions regarding the interactions
of schedule reliability and system characteristics at the network level, which
have received virtually no attention. One of the objectives of this research
project has been to focus on the ways in which network characteristics affect

schedule reliability, and hence the level of service experienced by the users.

A set of experiments have been conducted to examine two relationships

which seem to be of primary importance:

1) the effect of factors contributing to the tendency for vehicles to

bunch together as they travel; and

2) the effect of network configuration, as exemplified by grid versus

radial networks,

The first relationship to be considered has previously been addressed
by Vuchic (1969a) using a deterministic model to explore the propagation of
schedule disturbances along a transit line. This model attempts to explain
the pairing of successive vehicles, or '‘bunching," in terms of the arrival and
boarding rates of passengers at stops. The conclusion reached is that the most
effective means of controlling these schedule disturbances is to reduce board-
ing times. The present work extends that research by including the effect of
""batch'' passenger arrivals from connecting routes, and more importantly, the

variability in link travel times.

Grid and radial networks represent fundamentally different patterns of
service. They will result in different trip routings, different lengths of
trips on the network, and different transfer characteristics. Thus, it is
vital to contrast the levels of service reliability offered by the two types

of network structure.

In order to reach conclusions on the two major relationships indicated
above, a set of experiments was designed involving five factors: 1) frequency

of service (buses/hour); 2) coefficient of variation of link travel time; 3)
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demand/capacity ratio (total passenger-miles per hour divided by available
''space'' miles per hour -- both seated and standing == on all vehicles); 4)
route density (miles of two-way route per square mile); and 5) network
orientation (grid or radial). Frequency of service was assumed to be the
same for all routes, and the coefficient of variation in link travel the

same for all links in the network.

The experimental design and details of the experimental results have been
discussed at length by Turnquist and Bowman (1979), and will not be repeated
here. However, a summary of the major findings of the experiments is contained

in the following section.

4,1  Vehicle Bunching

The effects of the factors which increase or decrease the tendency of
vehicles to bunch when traveling along a bus route have a dominant impact on
service reliability. Previous research on -this problem suggests that higher
frequency services should be more susceptible to the tendency for vehicles to

group together in their travel along routes (Osuna and Newell, 1972).

Uneven spacing of vehicles is aggravated by the differences in service
delay resulting from more passengers arriving during longer service intervals,
and rélatively few passengers arriving during the shorter intervals. Thus,
there is a tendency for long intervals to get longer and short intervals
shorter. This suggests that the level of user demand also plays an important
role in affecting the bunching of vehicles. The relative impact of passenger

service delay will be the greatest when the spacing between vehicles is small.

Thus, the effects of demand level and service frequency tend to reinforce
each other. Frequent service is generally associated with a high level of
demand, and both of these factors tend to cause degradation of service
reliability, as the delays for passenger boarding and alighting become a

larger and larger portion of headway between vehicles,

The experiments performed in this research have also indicated an
additional important factor - the coefficient of variation in link travel
times. This effect is somewhat more subtle, but important. When link travel

time deviations are small, the primary source of variability in bus travel
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times is boarding/alighting delays. Under these conditions, the interactions
of demand level and service frequency, as described above, are the primary
source of schedule disruptions. However, when travel times over links are
also highly variable, this presents an additional source of disruption to the

schedule, as well as exacerbating the effects of boarding/alighting delays.

Furthermore, the formation of vehicle bunches has an interesting counter-
effect on service disruptions when link travel times are highly variable.
While bunching results in service disruption when link travel time deviations
are small, it can also serve to limit the extent to which the service can
deteriorate. As the deviations in link trave! time increase, higher frequency
services will expgrience bunching before low frequency services. As vehicles
form clusters and ''leap-frog' down the route, the collective platoons of buses
will be less easily influenced by individual deviations in travel times than
the buses were singly. The reason bunching under high link deviations helps
to constrain the magnitude of the deviations from schedule is because cluster-
ing will occur sooner on high frequency routes. Vehicles on low frequency
routes have to get further off schedule before clustering begins to limit the

effects of the standard deviation of link travel times.

Thus, the simulation experiments-indicate that a third factor, link
travel time variability, also plays an important role with respect to vehicle
bunching, through its interactions with the frequency of service and level of
demand. This is in addition to the obvious direct effect that travel time

variability has on vehicle arrival time deviations at stops.

The formation of vehicle bunches leads to a deterioration of the dis-
tribution of headways between vehicles, as illustrated in Figure b-1. We
would generally expect the headway distribution to be symmetric and approximately
normal, However, when vehicles have bunched, the distribution becomes multi-
modal, corresponding to relatively large probabilities of very short headways
(within bunches) and very long headways (between bunches). It is clear that
this causes a substantial increase in the variance of the headway distribution,

even though the mean value may remain unchanged.

This increase in headway variance has a marked impact on passenger wait
time, and the tendency of bunches to form on higher frequency routes means
that increases in headway variance as service frequency is increased counteract
at least some of the anticipated benefits of reduced wait time for the lower
average headways. Thus, simply changing service frequency is likely to have

less impact on passenger wait time than would be predicted by a simple model.
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On the other hand, policies to improve service reliability directly are
likely to be much more beneficial than would be predicted by simple passenger
wait time models. This is the point discussed in Section 2.4, and illustrated
by Figure 2-2 (reproduced here for convenience as Figure 4-2). Therefore,
transit operators seeking to allocate scarce resources most effectively to
improve service would be well advised to consider efforts to improve service

reliability rather than simply increasing frequency of service.

L.2 Effect of Route Configuration on Passenger Transfers

Network form and route density can be expected to have little effect on
vehicle travel time reliability. However, they do contribute to uncertainty
of travel through their influence on transfers. Uncertainty in the arrival
times at the transfer point of both the bus from which the passenger is trans-
ferring and the bus he/she is boarding, suggests that transferring is an
important source of overall trip unreliability. Thus, it is important to
understand the effects of network structure on both the number of transfers

which must be made, and the degree of reliability associated with each transfer.

The effects of network form and route density on the expected number
of transfers can be described most easily by considering the average number
of transfers as the product of two terms: the probability of transferring,
and the expected number of transfers given that a transfer must be made. This

is shown in equation 4-1:

E(X) =P(Xx > 1) » E{X]X>1) (h=1)

where: X = number of transfers per passenger trip.

As route density increases, the probability of transferring also in-
Creases, since it is more likely that a traveler will utilize more than one
route in the shortest path from origin to destination. This results from the
fact that there are more routes serving the same total service area. However,
as route density increases, it is also more likely that a single transfer will
connect any given origin and destination, and thus the conditional expected
number of transfers decreases. Hence, the unconditional expected number of

transfers is the product of one term which is increasing with increasing route
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density, and a second which is decreasing. As a result of this balancing, the
overall effect of route density on the expected number of transfers is relatively
small. In our experiments on grid networks, expected transfers varied between

.82 and .87 as route density changed. The range for radial networks was between

.74 and .87.

The major effect with which we must be concerned is then the variability
in time asscciated with each transfer, and not the total number of transfers
encountered. The standard deviation of transfer times is most directly
influenced by frequency of service, since this factor largely determines the
length of wait associated with a missed connection. However, if this deviation
is normalized by dividing by mean headway, the effects of network form and

route density become more clear.

In the experiments run, radial networks required 5.3% fewer transfers
than grid networks on average, but the normalized uncertainty in the length
of a transfer delay was 12.7% higher. The combined effect was an estimated
6.7% greater uncertainty in the amount of delay to users from transferring
in radial networks. The greater concentration of transfers at the center
node of radial networks has a more disruptive effect on reliability than

does the more dispersed assignment of transfers which occurs in grid networks.

4.3 Conclusions

Understanding of the network relationships which influence the reliability
of service provides insight into potential approaches for service improvement.
Reliability of service, as affected by vehicle bunching, may be improved
either by preventing bunches from forming, or by breaking them up after they
form. The experiments performed in this research have indicated how vehicle
bunching is related to frequency of service, level of demand and the variability
of link travel times. In particular, these results illustrate the importance
of reducing link travel time variability in an effort to prevent bunches from
forming. This represents an extension to the results of Vuchic (1969a), which

placed primary emphasis on the demand/capacity ratio and boarding times.

It is clear from the experimental results that service reliability is
much more sensitive to frequency of service than to route density. This
implies that there are substantial reliability impacts of the trade-off

between operating fewer routes at higher frequency or more routes at lower
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frequency, given a limited amount of vehicle resources. Traditionally, this
trade-off has been evaluated using simplistic models of expected passenger
wait time and the accessibility of transit service to users. However, the
present work has shown that service reliability is also an important factor

in this trade-off and should be included in the evaluation.

This research has several practical implications for transit operators
attempting to improve the level of service provided to passengers. First,
the presence of large variability in link travel times can reduce substantially
the benefits resulting from increasing frequency of service, due to the
tendency of vehicles to bunch together along the route. In such cases, it
is well worthwhile to investigate techniques for reducing this travel time

variability.

The influence of transfers on level of service points out the need to
pay special attention to the on-time arrival of vehicles at major transfer
stations. This is especially true for radially-oriented network structures.
As a rule, providing excess slack time in the route schedule is to be avoided,
due to its effect on slowing down travel time and vehicle productivity. How-
ever, where a large number of passenger transfers can be aided by creating
enough slack time to assure successful connections, allowing a short delay

may be highly beneficial.

4.4 Potential Strategies for Improving Service Reliability

As discussed above, the major sources of reliability problems in transit
service are vehicle bunching and poor connections at transfer points. |In a
broad sense, then, the major objectives of control strategies are to keep
bunches from forming (or to break them up after they have formed) and to
ensure that scheduled arrival times at transfer points are met. At a more
detailed level, deviations from schedule, which lead to bunching and poor
transfer connections, can be traced to excessive variability in either link
travel times between stops, or dwell times at stops. Therefore, potential
control strategies should be focused on reducing one or both of these sources

of variability.
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This investigation has concentrated on four general classes of strategies:

L)

vehicle holding;
reductions in the number of stops served by each vehicle;
modifications to traffic signal settings and operation; and

provision of exclusive right-of-way for transit vehicles.

Such a classification provides a useful framework for discussion of many

individual strategies, and a comparison of their relative effectiveness in

particular situations.

The following chapters provide detailed discussions of each of these

classes of control strategies, including both theoretical derivations and

empirical

test results.
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CHAPTER 5
VEHICLE HOLDING STRATEGIES

Vehicle holding strategies attempt to prevent bunches from forming, and
serve to break up bunches that may already have formed. When enacted at major
transfer points, such strategies can also be useful in ensuring that scheduled

connections are made.

Two important sub-classes of strategies can be distinguished. One type
is oriented toward holding vehicles to a particular schedule, and the second
is focused on maintaining constant headways between successive vehicles. The
schedule-based approach will be discussed first, followed by a discussion of

headway-based methods.

5.1 Schedule-Based Holding

A schedule-based holding strategy is nothing more than creating ''check-
points' or '"time points' along a bus route, and insisting that no vehicle
leave a time point before its scheduled departure time. This is probably the
simplest form of schedule control possible, and is practiced (at least in
theory) by many transit operators. Theory and practice often differ, however,

because of lack of enforcement.

The keys to successful implementation of a schedule-based checkpoint
strategy are: 1) to have a schedule to which vehicles have a reasonable
chance to adhere, and 2) to enforce the rule of no early departures from the
checkpoint. It is important that the mean arrival time of buses at the check-
point be approximately the scheduled time. |f the schedule is unrealistic,
so that vehicles are consistently late, this strategy will have little or
no effect since the control actions directly affect only those vehicles
which are ahead of schedule. O0On the other hand, it is inadvisable to have a
schedule so slack that almost all vehicles are early, since delaying all these
vehicles to meet the schedule of the slowest vehicles imposes penalties on a

large number of passengers and reduces overall vehicle speed and productivity.

The issue of enforcement is also important. Successful implementation
of the policy requires that drivers have incentives to adhere toc schedule,

and that they are able to monitor their own degree of adherence. Appropriate
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incentives can often be provided by imposing penalties (monetary or otherwise)
for early arrival at the end of a route. However, if such sanctions are to
be imposed, it is also important to provide the means for drivers to monitor
their own performance accurately. It is likely that if drivers must rely on
their own watches for timekeeping, substantial variation from schedule will
still exist even if they are trying to maintain the schedule as closely as
possible. This problem could be remedied through installation of accurate
clocks on the buses. Electronic digital clocks are extremely accurate,

and relatively inexpensive. This would provide a standard for timekeeping,
and a basis for judging whether or not penalties should be imposed on a given

driver for departing from schedule.

A schedule-based holding strategy can be particularly useful on suburban
routes, or in other instances where headways are quite large. When service is
relatively infrequent, passengers tend to learn the schedule and coordinate
their arrival at the bus stop with the scheduled arrival time of the bus, so
as to minimize wait time. This has been described in detail in Chapter 2. In.
such cases, adherence to schedule by the buses is very important in provision
of quality service to the passengers. The discussion in Chapter 2 a!so'indi—
cated the magnitude of potential benefits from increasing adherence to schedule,

as might be accomplished by a checkpoint strategy.

52 Headway-Based Holding Strategies

In situations where service is quite frequent, we might expect headway-
based holding strategies to be effective. |If service is frequent enough so
that passengers may be assumed to arrive randomly in time at a given bus stop
without regard to the schedule of service, the avefage waiting time, E(W), is
[Welding, 1957]:

E(H) V (H)
- -1
E(W) T (5-1)
where : E(H) = expected headway between successive vehicles
V(H) = variance of headways.

It is clear from (5-1) that making the headways more regular (i.e., re-
ducing the variance) will tend to reduce average waiting time. This is the

motivation for headway-based control strategies.
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We will consider the case of control in ''steady-state'' time periods
in which the headways scheduled are constant in response to a constant demand
for the service through the period. The term ''steady-state'' is used to
describe periods over which the underlying conditions affecting bus operations
and passenger arrivals do not change, at least to an approximation. We also
assume that the appropriate number of vehicles has been scheduled for the
period that they all must be dispatched within that period to provide sufficient

capacity.

In general, the objective of control is to minimize a weighted sum of
headway variability and expected delay due to the holding strategy. Consider
specifically the weighted sum of passenger waiting time and in-vehicle delay,

E(Y), when control has been instituted:

EW) = (1 -b) E(W") + bE(D) (5-2)
]
where: E(W") = expected wait time after control
E(D) = expected delay to passengers who must ride through the
holding point
b = a weighting constant, 0 < b <1,

The expected wait time after control can be written as follows:

E(HT) . V(HT)

E(w)) = 2 + 2E (H‘) (5"'3)

where H® is a random variable describing the headways after control. Since we
are assuming that all vehicles must be dispatched during the time period under

analysis, we can assert that:

E(H?) = E(H). (5-4)

That is, the average headway will not be affected by the control actions.

However, if the control is effective, we should find that:

V(H") < V(H) (5-5)

which would indicate a reduction in expected passenger wait time.
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One natural interpretation for the parameter, b, is that it is the pro-
portion of passengers delayed, out of all those affected by the control
strategy. However, the formulation is really quite general, since b can be
set to reflect any set of priorities on reduced variability vs. increased
delay. It could take into account knowledge of the actual likely improvement
in variance some distance after the control point, different values of
bus stop waiting time and in-vehicle delays, or operating priorities
independent of passenger time considerations. Throughout this analysis, b will
be assumed to be the proportion of passengers who must travel through the
holding point. Also, it will be assumed that each stop downstream of the
control point experiences the same reduction in variance. With these assump-
tions, we can write the net improvement in delay of the average passenger as

follows:

E(aY) = (1 - b) [E(W) - E(W)] - b E(D)

- %‘s‘(ﬁ?‘)‘ [V(H) - V(H")] - b E(D) . (5-6)

We wish to maximize E(AY) by determining appropriate holds to be applied
to vehicle i, 1 =1,2,...,n. Let us begin by finding the net passenger minutes

saved, Ei, achieved by holding the ith vehicle Xi minutes. We define the

th h

difference in arrival times at the control point between the i and the By

bus to be the ith headway, Hi'

The people who benefit from the holding of vehicle | are those who now
can board bus i and otherwise would have had to wait for vehicle i + 1. The
people who arrive at their stops just after the time bus i would have come
had it not been held each save a wait Hi+1 = Xi because they can now board
the Eth bus instead of bus i + 1. (They save an additional amount of time if
the i + ist bus is held, but this factor is considered at the i + ISt holding

decision.)

Let Q be the total arrival rate (passengers/minute) of all passengers
on the route who travel beyond, or board the vehicle beyond, the control
point. (The control has no effect on those people who disembark before the
control point.) Then, on average, there are (1 - b) QXi people who benefit,

so the expected passenger-minutes saved is (1 - b) QXi (H - Xi)'

i+1
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The people who are penalized by the holding of bus i include those who
were already waiting for the ith bus and now must wait another Xi minutes
for it. They are the customers who arrived since vehicle | - 1 passed; on
average, there are (1 - b) Q(Hi - Xi-!) of these people. Those already on the
bus are also delayed an amount XI by the hold. The expected number of passen=

gers on the bus is bQHI.

The net reduction in passenger minutes of delay from holding decision i

is then:

Y
H

(1 =b) o, (H. , = Xx;) = (1 -b) Q(H, - X,

(1 - b) QX$(HH_] - H.

I

b
"-]-_-'b-H. +XT"| - X.). (5-7)

|
Note that:

E(Ay) = expected net change in total delay during period
expected number of passengers during period

nElg, ]
QnE (H)

]
'—‘mﬂii] . (5-8)

so that maximizing E[Ei] is equivalent to maximizing E(Ay), the overall

improvement in average passenger delay,

5.2.1 Optimal and Near-Optimal Strategies

Theoretically, the decision on how much to hold the ith vehicle should
depend not only on the immediate benefits achievable, but also on the effect
the hold will have on possible future benefits. (Note that equation (5-7)

fot ET contains XI— .) If all headways were known, the exact solution would

1
require a quadratic programming algorithm which would simultaneously determine

all the expected future holds and Xi'

To see what this solution would look like, consider the hypothetical
case in which all the headways are known and it is desired to find the set
of holds that maximizes the total wait reduction. This problem may be written

as follows:
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max ig* g, = (1= b) QX (Hy = Hy = 32 Hy + X5 = X))
- — —_b —
+ (1 - b) QXZ(H3 Hy = e By 0 K - K5
+ (1 ~b) Qx__,(H - H sl + X - X))
1 'n n-1 1-b n-l n -1 g @
subject to
X. >0, i =1,2,...,0"1
Xy = 0,
X =0
n

The problem is similar to the dispatching problem discussed by Bisbee
et al. (1968) and Newell (1971) for the minimum wait solution to dispatching
a given number of vehicles in response to a known demand pattern. The
solution is certainly feasible, but not particularly interesting, since in a
practical situation, the strategy must be implemented through time, and

decisions on Xi must be made before Hi+i’ Hn are known.

Hi+2’ TR
An alternative formulation is to consider the problem as a dynamic pro-

gramming problem, treating future unknown headways as random variables. Define

g;(Xi_]) as the maximum expected reduction in wait for vehicles i, i+l,...,n,

as a function of the previous hold, XI—I'

Then:
oy Uyy) = mexE (6, _y) + Elgy ()1 (5-9)
i
where: E.(X,_ ) = (1-b) QX (H, | - H, - 2o HoE X - X))

Given the last hold Xi_], we would like to find the Xi that maximizes the

reduction in wait at this stage and the expected reduction at future stages.

Rigorous solution of this recursion, however, is difficult. To illustrate

this, consider the case where Hi+1 is known at the time of decision i. Then

9. (X, _, b, (5-10)

) = anisi(xi_]) + o () FH, [H, ) dH
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where f(Hi+2|Hi+]) is the probability distribution of H., » given H This

i+1°
is difficult to solve because the optimum Xi depends on the optimum XI+I’
which in turn depends on the yet unknown Hi+2 and Xi+2 and so on. Thus, the

dynamic programming formulation does not lead directly to an implementable

solution.

It does, however, indicate the nature of some appropriate solutions

that are likely to be near-optimal. Suppose, for example, we assumed that:

df9i+;(xi} F(H°+2]H:+I) Hiva
d)l(i = Q (S-”)

That is, we neglect the effect the hold Xi has on subsequent holding decisions
and wait reductions. This '"decouples'' the problem by making the stages inde-

pendent, and allows us to attack the maximization of each stage separately.

We find the Xi that maximizes the immediate benefits EI:

dgi b
E??" (1 = b) Q(Hi+‘ H s aop iR Xy - 2K) =0 (5-12)
- b
- Xy o UMEED MR R S . (5-13)
I f Hi+l is small enough, the computed quantity on the right will be

negative. Since vehicles can only be delayed, Xi-i 0. Because Ei is concave
in Xi, application of the additional Kuhn-Tucker condition necessary to ensure

Xi > 0 yields the result that the optimum hold when the quantity Hi+ - Hi -

b

T:E-Hi + Xi—1 is negative, is to not hold at all. Thus, one proposed near-optimal

control strategy is

1

- ot s P
W T T T REE By Xy

p

Xi = max[0, .5(H 1 (5-14) M

A strategy similar to X? has been referred to by Jackson (1977) and
Turnquist and Bowman (1979) as the '"Prefol'' policy because it splits the

difference between the previous and following headways, (Hi = X._y) and H How~

i+1°
ever, the policy evaluated previously did not incorporate the adjustment factor
{%% H., which reflects a consideration for the delay of the people on board

the vehicle.
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This policy requires a prediction of the arrival time of the following
(i + ISt) vehicle. Automatic train control systems could provide train lo-
cation in rapid transit applicat?ons. For bus systems, location may
be determined by Automatic Vehicle Monitoring (AVM) technologies. A pro-

jection of its speed to the control point would also be required.

A less reliable, but much less expensive, prediction of the following
headway would be its statistical expectation, E(Hi+I|Hi)’ based on the

current headway. This suggests an alternative control policy:

s _ I _ __b = 1 .
X7 = max{0, .5(E(H.  [H) - H - o H + Xioq13 {5-15)
which will be referred to as the ''Single Headway'' policy. It is dependent

only on the known current headway and previous hold.

These near-optimal strategies neglect the effect of the current hold on
subsequent holding decisions. To determine the impact of this, consider, for
example, a situation in which two successive vehicles are to be held. In this
case, the holds should be such that all three headways affected should be equal.
The Prefol policy would only make two of them equal. However, given the large
variability in transit operations, the random errors in the predictions of
future headways =- no matter how carefully made -- are likely to overcome any
benefits of a more sophisticated calculation and/or more extensive monitoring
equipment. The two policies proposed here are simple in form and near enough
to optimality to provide a large portion of the benefits possible with headway

control.

5.2.2 Characteristics of the Strategies

It is illustrative to consider a simple example of how each strategy
would work. Let us first examine an example of the Prefol strategy. Suppose
buses are scheduled to arrive every six minutes at a downtown stop in the after-
noon peak. Because of reliability problems that have accumulated through the
day, the buses arrive erratically, resulting in long passenger queues and some
underloaded and some overloaded vehicles. Because few people are yet on the
buses traveling outbound, some type of headway control may be effective; few
people would be delayed. The enactment of a Prefol strategy would require
monitoring equipment capable of locating the following bus. Because there are

few people boarding before the control stop, the time of arrival of the
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following bus can be predicted with relative confidence. The prediction tech-

nique and the Prefol policy, with b = 0, gives:

P2 - P
Xi max[0, '5(H3+1 Hi + xi-1)]'
This is equivalent to saying that the ith vehicle is held until the previous
headway-HT = Xi-l + Xi is equal to the projected following interval Hi+l = Xi.

The control might be carried out manually by a ''starter' on the street, or
displayed on a variable-message sign at the stop, directing the driver when

to leave.

An example sequence of vehicle intervals is shown in Figure 5-1. A
7-minute headway is projected to follow a 3-minute headway. The vehicle is
held until both the previous and following headways are equal to 5 minutes
(X? = .5(7 - 3+ 0) =2). The next vehicle is not held because the decision

criterion, .5(3 = 7 + 2) = -1, is negative.

The Single Headway policy might be enacted if information on the current
position of the following vehicle is unavailable. The only required capability
is a device or a person at the control point to recognize the presence of a
vehicle from the controlled line, remember successive arrival times, and cal-
culate the hold. In a bus system, this person or device may also indicate to

the driver when he can proceed from the holding point.

Consider again the sequence of headways in Figure 5-1. |If the following
headway is predicted simply to be the average (6 min.) the Single Headway
policy would hold the first vehicle:

SEEM, [H) - Ho+x,_ 1= .5(6 -3+ 0) = 1.5 min.
The next vehicle would be held .25 minutes. Note that the Single Headway
strategy does not reduce variability as much as the ''more informed' Prefol

strategy in this example, although the difference is relatively small.

The proposed Prefol policy has several appealing features. First of

all, it is a robust strategy. |f the prediction of H, is accurate, and if

+
the expected number of passengers arrive, the immedia;e]reduction in delay,
Ei’ is always positive or zero. Strategies based on less information -- such
as the Single Headway policy -- will actually increase the total delay (i.e.
EI will be negative) in a certain portion of the decisions; they are only

optimal "on the average."
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Time —=

3 min —~«—— 7 min >« 3 min—> Headways before
control
® O———% B e
¥
2 min

F— 5 min- —*F—- 5 min —> Headways after control

Figure 5-1(a). Example holding by Prefol strategy.

Time —

3 min >}« 7 min ———+«3 min—~| Headways before
_ control
® k- @‘x O—---
1.5 min 25 min

[«—4.5 min ——5.75 min —> Headways after control

Figure 5-1(b). Example holding by Single Headway strategy.
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The only parameter of the Prefol policy is b and the same decision rule
is applied regardless of the average headway. This implies that the strategy
may work reasonably well in changing conditions when statistics necessary for
other strategies may be unreliable. In a non-steady-state period, when passen-
ger arrivals and scheduled headways are changing, the Prefol strategy will
continue to work well as long as the passenger arrival rate doesn't change too

rapidly from one bus to its follower.

The success of the strategy will depend on the accuracy with which the
arrival time of the following bus is predicted. This might be based, as in
the above example, on the follower's position (e.g,, as shown on a computer
display) or, more crudely, on a measurement of the headway at an upstream
monitoring point. An upper bound on the benefits of control is available by
is known exactly. The Single Headway strategy, since it

+1
substitutes an expected value for Hi+l’ provides a lower bound on the success

assuming that Hi

of Prefol by representing the case where the prediction accuracy is poor.

Note that a Prefol implementation would not increase the average headway,
since no vehicle is held past the arrival of its follower. (Technically, the
average headway is increased by a small amount if the last bus is held past

the end of the period.)

Both the Prefol and the Single Headway policies are likely
to be more effective than ''threshold-based" holding strategies. The strategy
'hold until the headway reaches a minimum threshold'' has often been suggested,
and modeled in the literature (Barnett, 1974; Jackson, 1974; Koffman, 1978;
Turnquist and Bowman, 1979). Simulation work has indicated that this strategy
tends to delay too many vehicles too long, increasing the average headway and
sometimes actually lengthening passenger wait time. See, for example, Jackson
(1974), Koffman (1978), and Turnquist and Bowman (1979).
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By imposing two additional constraints on the Single Headway policy, we

can derive a threshold-type policy. We assume first, that E(Hi+]|Hi) is equal

to the unconditional mean, E(H), and second, that the term T:E-Hi is equal to
its expected value, T%E E(H). The Single Headway policy then becomes
- 2 =
x? = max[0, .5(1-]—_~b—b E(H) + x?_lll (5-16)

which is a threshold-type policy. Turnquist and Blume (1980) have shown this

to be an optimum threshold, among holding strategies of this type, but it should
be noted that such policies impose two additional constraints (assumptions)
beyond those required for derivation of the Single Headway policy. Since the
Single Headway policy is less constrained, it will yield at least as good a
solution as any threshold-type policy, and in general will be superior. The
Single Headway policy, in turn, provides a lower bound on the effectiveness of

the Prefol policy.

5.2.3 Potential Effectiveness of Headway Controls

In the last section, two near-optimal headway control strategies were
derived: the Prefol and Single Headway policies. In this section, we focus
on the magnitude of the improvement in service quality that can be expected
if the strategies are implemented on a given transit line. The benefits
depend on the current unreliability of the route, measured by the coefficient '
of variation in headways; the degree of statistical correlation between
successive headways; and the proportion of passengers on board at the control

point.

5.2.3.1 |Improvement in Average Passenger Delay With the Prefol Strategy

As defined earlier, the expected reduction in overall delay to all

passengers from holding vehicle i Xi minutes is:

£(8¥) = eryeg E(&;) (5-8)

where: E(£.)

! (1 - b) QE[XI(HEH - H, ==—H, + X % 3] (5-17)

b
i I-b i i-1 i
Recall that £, is the net savings in total passenger-minutes achieved by
holding the ith bus Xi minutes. It is the reduction in total wait, minus

the increase in total delay, from holding vehicle i.
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We want to find E(AY) for the Prefol policy of By, X?, where X? is

given by:
,f s - P ¥ i -
P - { max[0, 'S(Hi+1 Hi Tof Hi + Xi-l)]’ P 1 52 vt )
J 30 N i=0,n

The assumption that we don't hold the last bus, Xz = 0, is a modeling convenience

to ensure that E(H?) is exactly equal to E(Hi)' Let us denote E(AY) for the

Prefol policy as E(Awp).

In order not to obscure the major points, we give only the result here.

The details of the derivation of E(Awp) are given in Appendix A for the interested

reader. The basic result is as follows:

E(aP) _ b’ 2
B ATy L6 eleg)

; w5 ool BT ATH)
where: 6 b 2(1 o]} ——m'T (

p

7
exp(-I/ZCp)] . (

3"

¢(C_) = probability that a normal random variable with coefficient
P of variation Cp is greater than zero
o = correlation coefficient between successive headways.

The quantity YW(H)/E(H) in equation (5-19) is simply the coefficient of variat
in the headway distribution. Thus, we have the result that the relative
benefits of holding depend on three factors: 1) the coefficient of variation
of headways, 2) the correlation coefficient between successive headways, and

3) the proportion of total passengers who must ride through the control point.

Control of headways will make the greatest reduction in total delay when
headways alternate (i.e., short, long, short, long, etc.). This happens on
routes where vehicles are influenced substantially by the operation of the
vehicle in front of them. For example, this would tend to be the case where
loading delays are relatively more important than traffic congestion in deter-
mining overall vehicle operating speed. Routes in which pairing or bunching
is prevalent would be of this type. |In such a situation, holding a vehicle
to lengthen a short headway also serves to reduce the long one which follows.
Thus, the variance of headways is reduced by a greater amount for a given
delay to the held vehicle than if a short headway might be followed by

another short headway.

5-18)

5«18}

ion
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The extreme case is when the observed sequence of headways alternates
between two discrete values. In this case, the sum of any two consecutive
headways is a constant. That is, if one headway is two minutes too short, the
next one must be two minutes too long. By the same argument, if the second
headway is two minutes too long, the third must be two minutes too short, etc.
In a2 statistical sense, successive headways are perfectly correlated (p = -1),
so that knowledge of one headway implies knowledge of the entire set. [t is

for this case that headway control will have maximum benefits.

The opposite case is one in which headways between successive vehicles
are statistically independent (p = 0). This means that knowing a given headway
is short gives us no additional information about the probable values for the
next headway. Such a situation would arise, for example, when traffic con-
ditions have a much greater effect on vehicle operations than does the loading
time at stops. In this case control will be less effective, because we have no
guarantee that by lengthening a short headway we are also reducing a long
headway. We might be simply reducing another, already short, headway. This
case of independent headways thus provides a lower bound on the effectiveness

of control strategies.

Figure 5-2 illustrates sets of values of the headway coefficient of
variation, headway correlation, and proportion of passengers delayed for which
Prefol control could reduce average passenger delay by at least 10%. By
analyzing the two extreme cases of independent headways and perfectly correlated
headways in detail, we can bound the regions of effectiveness for a class of
headway control strategies, as shown in Figure 5-2. For situations in which
control produces benefits under the least favorable circumstances (p = 0), we
can be fairly confident that it will be beneficial, On the other hand, there
are situations in which it does not appear to be desirable to control under
the best of circumstances (p = -1); hence, control in these situations is un-
likely to be useful. There remains a middle region in which control would
probably produce benefits on routes where vehicles are substantially influenced
by the vehicles in front of them, but not on routes where vehicles move
relatively independently of one another. For situations in this region, more

detailed and specialized analysis is required.
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Figure 5-2. Regions for which average passenger delay is
reduced by at least 10% for Prefol strategy.
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As an example of using Figure 5-2, if headways are independent (p = 0),
and b = .2, the coefficient of variation in the headway distribution would
have to be at least ,8 before Prefol control would yield a 104 reduction in
average passenger delay. However, if headways are negatively correlated,
control is more effective, and a 10% reduction in delay can be achieved at
lower values of the coefficient of variation. At the extreme, when successive
headways are perfectly correlated (p = -1), a 10% reduction in delay could be

achieved with a coefficient of variation as low as .45 when b = .2.

A major implication of the result shown in Figure 5-2 is that it is wise
to control a route at a point where there are relatively few people on the
vehicle and relatively many waiting to board at subsequent stops, in order
that the value of b be small. Generally, this means that the control point
should be located as early along the vehicle's route as possible. However,
it is also generally recognized that reliability problems worsen as one pro-
ceeds along a route. If dispatching at the route origin is effective, the
headways will be reasonably regular at the early stops along the route, imply-
ing that the coefficient of variation will be small. At stops further along
the route, however, the coefficient of variation in headways will tend to be
larger. Thus, the decision of whether or not to implement a control stra<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>