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FOREWORD 

The Bus Transit Monitoring Study was undertaken in 1979 to 
develop techniques and procedures for transit systems to use in 

the design and implementation of bus service data collection 
programs. The first Bus Transit Monitoring Manual was 

completed in August, 1981. Since then additional experience in 
monitoring bus service has permitted the testing of 

assumptions made in the original manual and, subsequently, the 
simplification of some of the recommended procedures and 

techniques. 

This manual is intended to replace the two volume, August 

19 81 version. It presents revised procedures for determining 
sample size requirements, including default values for key 

parameters in the sample size formulas, and additional guidance 

for planning the data collection effort. A significant 

revision in the methodology is the elimination of the need for 
the extensive set of sample size tables that comprised the 

second vo lume of the 1981 manual. 

Further information about the Bus Transit Monitoring Study 

can be obtained from Brian McCollom, Off ice of Methods and 
Support, Urban Mass Transportation Administration. 

~~c~ 
Brian McCollorn 
Office of Methods and Support 
Urban Mass Transportation Administration 
400 Seventh Street, S.W . 
Washington~ 20590 

~~ulV!~r. 
Office of Technology and Planning Assistance 
Office of the Secretary of Transportation 
400 Seventh Street, s.w. 
Washington, n.c. 20590 
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HOW TO USE THIS MANUAL 

This manual describes the various components of a 

comprehens ive data collection program, from a "baseline" data 

collection phase through to a plan for monitoring and updating 

the data . Part I, comprising the first seven chapters, 

provides a framework for the step-by-step program design 

procedures which are presented in an instruction/example format 

in Part I I (Chapters 8 and 9). As such, it is important for 

the user of this manual to read Part I before attempting to use 

the procedures outlined in Part II. Once familiar with the 

basic concepts and practical considerations which are discussed 

in detail in Part I, the user can proceed to use the design 

procedures in Part II where the underlying framework and 

assumptions are largely unstated • 

.. 
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PART I 

ELEMENTS OF A DATA COLLECTION PROGRAM 
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CHAPTER 1 

INTRODUCTION 

In recent years, there has been a growing awareness of the 

ne ed t o us e public transportation resources more efficiently. 

It has become mo re important to evaluate (or re-evaluate) all 

s e rvices, both current and planned. Recent research has 

c ons ide rab l y advanced the state-of-the-art of transit 

e valuat ion methods. A number of transit properties, large and 

small, have adopted sets of service performance measures and 

standards, and have developed systematic evaluation programs. 

In many cases, however, improved evaluation procedures have 

not be!en supported by comprehensive data collection programs. 

Cost-effective programs are needed to provide the 

pass enge r-related performance data required by individual 

properties. 

1.1 Previous Transit Data Collection Research 

A detailed study of u.s. transit data collection practices 

was c onducted by the Arner ican Transit Association (ATA) more 

than thirty years ago. Between 1946 and 1949, ATA published 

severa l reports describing techniques for traffic checking and 

schedule preparation. In 1946, the Manual of Traffic and 

Trans i t Studies (Reprinted July 1982, PB 84-154582) was 

releaBed describing detailed procedures for conducting twenty 

differ ent data collection "studies.• In 194 7, APTA began a 

four-part . study into techniques for traffic checking and 

schedule development. The first part consisted of an in-depth 

description of "sample" pr~cedures based on methods used by the 

New Orleans Public Service Inc. In the second part, a survey 

of scheduling practices was carried out with responses reported 

from over seventy transit systems in North America. The third 

part of the study was a symposium of industry practices which 

provided commentary on the results of the first two parts of 

the Eitudy. In the last part of the study, selected areas for 

-3-
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improved techniques were investigated. 

For more than three decades, these ATA reports have 

constituted the only comprehensive reference source on 

techniques for data collection and analysis . While the reports 

have been extremely valuable to transit properties, they have 

significant 1 imitations. First, the reports do not take into 

account operating changes of recent years, such as multiple 

fare types and transit passes. More importantly, the ATA 

manual does not explore issues such as the amount of data to be 

collected and the frequency of data collection. Since many 

systems have very different practices with respect to sample 

size and frequency of collection, it is likely that some 

collect too little data, while others collect too much. 

In 1979 UMTA began a study to improve the state-of-the-art 

in transit data collection and service monitoring practices. 

As part of that study the first Bus Transit Monitoring Manual 

was completed in 1981. This manual builds upon earlier 

experiences with the techniques and procedures presented in the 

1981 manual. 

1.2 The Bus Transit Monitoring Study 

The objective of the present study is to develop a 

comprehensive, statistically-based data collection program that 

will enable transit operators to collect in a cost-effective 

manner the passenger-related operations data that they need. 

Procedures have been developed which will allow systems to 

conduct the following tasks: 

1) select efficient data collection strategies; 

2) select the appropriate data collection techniques; 

3) determine necessary sample sizes; and 

4) effic~ently schedule data collection activities to 
meet varying sample size requirements. 

These procedures have been summarized in a step-by-step 
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approach which can be used to determine data needs and design 

data collection programs in individual transit systems. 

A panel of experts in transit operations has assisted in 

this study. The panel, consisting primarily of managers and 

planners of both small and large transit systems, reviewed all 

findings and assisted in planning the general direction of the 

study. In addition, the review panel included a representative 

of the American Public Transit Association (APTA) and a 
statistical expert familiar with transit operations. 

The initial phase of the study focused on defining the data 

needed by the transit industry for operations planning and 

management decision-making, and on the techniques currently 

used to collect these data. Th is information was collected 

through: 

1) a review of reports prepared by a number of 
transit systems; 

2) a survey conducted by the Massachusetts Bay 
Transportation Authority and the Tidewater 
Transportation District Commission; and 

3) interviews with forty-one transit properties. 

The results of this phase are described in Interim Report tl, 

Bus Transit Monitoring Study: Data Needs and Data Collection 

Techniques (April 1979, NTIS PBS0-161409). 

Using the information obtained from this review, a 
preliminary design of a general data collection program was 

developed. The preliminary program was then field-tested in 

the Chicago metropolitan area, with the cooperation of the 

Northeastern Illinois Regional Transportation Authority (RTA) 
and the Chicago Transit Authority (CTA). Data were collected 

on a small number of bus routes according to plans specified in 
the general program. In addition to analyzing the collected 
data for statistical accuracy, the CTA and RTA staffs were 
interviewed to obtain their reactions to the design of the 
program. The information obtained from the Chicago field-test 

was then used to revise the preliminary approach. 

-5-
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The 

manner 

revised approach was 

on selected bus routes 

then field 

belonging 

tested 

to the 

in a similar 

Metropolitan 

Transit Commission (MTC) system in the Minneapolis - St. Paul 

reg ion. Data obtained in these tests confirmed the methods 

described in this manual and added to the database from which 

default values of key parameters were estimated. 

1.3 Three-Phase Data Collection: Baseline, Monitoring and 
Follow-up 

The proposed approach includes three distinct data 

collection phases. In the first phase, or the baseline data 

collection phase, the "base conditions" are defined for each 

route in the system. Base conditions include all the data 

needed for effective operations planning including total 

boardings, loads at key points on the route, running time and 

schedule adherence, revenues, and passenger characteristics. 

The baseline phase presents a snapshot of system performance 

within a relatively short time span . Comprehensive route data 

files are developed from these data which facilitate 

comparisons among routes in specific subareas, garage 

divisions, function types, and across the sys tem as a whole. 

Since the baseline phase includes the collection of all data 

items needed for service evaluation, including 

origin-destination data from a passenger survey, it provides an 

excellent opportunity to analyze the potential for major route 

restructuring or reallocation of buses. 

The baseline phase is also used to identify relationsh ips 

among data items which may be used to reduce the effort needed 

to monitor performance. For example, if the number of boarding 

passengers can accurately be predicted from farebox revenue, 

then farebox revenue could be used with an "average fare 

factor" to estimate total boardings and eliminate the need to 

measure boardings directly. Similarly, conversion factors can 

be estimated between other related pairs of data items such as 

peak load and boardings, or load at one end of a branch and 

boardings on the branch. 

-6-



The second or monitoring phase of the data collection 

program has two purposes. First, it involves the tracking of 

data i terns such as peak load, schedule adherence, and 

boardings, for which current information is vital to the 

regular scheduling process or is necessary to meet reporting 

requirements. Second, it involves checking key data items, 

called c hange indicators, to establish (within a given accuracy 

range) whethe r a change has occur red which requires follow-up 

ac t i on. I f no ne of the monitored data items changes 
significantly, it is assumed that the other data items checked 

during the baseline phase (e.g., passenger origins and 

destinations, fare category distribution) have also remained 

stable. 

When possible, conversion factors estimated in the baseline 

phase can be u~ed to lower data collection costs in the 

monitoring phase. With conversion factors, one or mor e 

difficult-to-collect data items can be estimated by measuring 

an easier-to-collect data item. 

The follow-up phase of the data collection proces s 

complements the other phases by provided updated and/ or mor e 

accurate data on specific r6utes as needed. For some planning 

applications, such as detailed study of problem routes, t h'e 

data gathered in the other two phases may not be accurate 

enough, and so follow-up will be called for on routes for whic h 

those applications will be performed. Follow-up for t he 

purpose of updating baseline data is needed when a major change 
is detected in one or more of the key data items checked in t he 

monitor i ng phase, or when an external change such as a major 

fare increase occurs. This phase generally replicates the 

baseline phase, except that it is targeted only to the routes, 
time periods, and data items affected . The results of the 

follow-up phase become the base conditions for comparisons with 
future monitoring data. 

-7-
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1.4 Cost of a Mon i toring Program 

Cost is an obvious concern (and probably a manager's first 

question) in the development of a comprehe nsive data collection 

program. While the cost may v ary greatly depending on specific 

system characteristics and ridership patterns, some guidelines 

are provided to estimate the cost of a monitoring program. 

By far the most costly component is the use of on-board 

traffic checke r s to monitor total boardings . This cost can be 

avoided if, as is often the case , a system can obtain reliable 

data from drivers or if a utomatic passenger counters are used. 

Other techniques can also be substituted fo r on-board data 

collection during the monitoring phase if a strong relationship 

exists between total bo ard ings and farebox revenue or maximum 

load on a particular route . These factors can have a dramatic 

impact on the total resources requi red by a system to carry out 

a comprehensive monitoring program. 

Based on informat i on from Chicago and other systems 

studied in thi s project, the range of c hecker resources 

required for typical bus system sizes has been estimated using 

typical values for data var i ability, desired accuracy and route 

characteristics. The (full-time) traffic checker staff 

requirements shown in Table 1.1 assume that every route in the 

system is monitored, using manual techniques, four times a 

year. (If less frequent monitoring is acceptable , these 

requirements can be reduced proportionally.) Generally, the 

lower end of the ranges given in Table 1.1 represents the case 

where reliable boarding data can be obtained by the operator; 

the upper end represents the case where operators do not 

collect boarding data. The range also reflects differences 

among system and route characteristics which have a direct 

impact on required sample sizes and, therefore, total checker 

requirements. To determine the data collection program cost 

for a particular sys tem, the detailed procedures outlined in 

Part II (Chapters 8 and 9) should be applied on a route-by­

route basis. 
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Staff requirements for the baseline data collection phase 

fo r most properties would fall near the upper end of the 

indicated range s ( the baseline phase may extend over a period 

of about 3 months). In addition, the cost of an on-board 

passenger survey on all routes should be added to the staff 

requirements in Table 1.1 for the baseline phase. 

1.5 "Section 1 5" Data Requirements 

The data collection program outlined in 

provide a transit system with a weal th 

this manual will 

of information 

concerning the utili zation of the system, including the data 

required by UMTA for the Section 15 "Transit Service Consumed 

Schedule" (Form 655). Section 15 requires two data items that 

l ie within the scope of this manual: unlinked passenger trips 

and passenger miles. These items are required on a systemwide 

basis for specified time periods during an average weekday, 

Saturday, and Sunday . The dat a collection design procedures 

detailed in this manual include these data items, and allow a 

system to sampl e at the route level rather than on a systemwide 

random trip basis so that the da ta c a n be use fu l for route 

planning as well as for meeting Section 15 requirements. 

Section 5. 1. 2 explains how data collected at the route level 

can be compiled to satisfy the UMTA Section 15 reporting 

requirements . 

1.6 .Q!~3anization of Manual 

Part I of this manual, comprising the first seven chapters, 

introduces the elements of a data collection program. It 

provides the framewor k upon which the step-by-step procedures 

of Part II (Chapters 8 and 9) are built. 

In Chapter 2, the service-related data needs of the 

typ ical transit system are discussed. Guidance is provided on 

the determination of the data requirements for a specific 

system. 

- 9-



Peak 
Buses 

25 

so 

100 

300 

500 

750 

1000 

2000 

Table 1.1 

Typical Checker Requirements for 
a Manual Data Collection Program 

Off-Peak Average Daily 
Buses Service Hours 

22 12 

40 12 

70 14 

215 15 

250 16 

470 17 

600 18 

1100 19 
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Number of Traffic 
Checkers Required 

J - 1 

1 - 2 

lJ- 4 

3 - 7 

6 - 13 

8 - 15 

10- 19 

20- 38 



Data collection techniques are described in Chapter 3. The 

capabilities and limitations of each technique are outlined, 

and sample forms are provided for several techniques. 

In Chapter 4, an overview of the process of designing a 

data collection program is presented. Special attention is 

given to the role of conversion factors, which can lower the 

cost of a data collection program by making it possible to 

estimate a data item by measuring a related, easier-to-collect 

item. 

Chapter 5 introduces the competing forces behind the need 

for sampling: the desire for accuracy versus the variability 

of the data. Measures of accuracy and variability are 

described, and default values of these measures are provided. 

In Chapter 6, tables and formulas are presented by which 

the sample size necessary to achieve a desired accuracy level 

can be calculated. Another set of tables and formulas are 

provided to help determine, after collecting a sample of data, 

the accuracy level achieved by that sample. 

Chapter 7 discusses the design of sampling plans to meet a 

given set of sampling requirements. Included are issues of 

choosing data collection techniques, coordinating data 

collection efforts over different data items, routes, and time 

periods, and scheduling checkers and other data collection 

activities. 

Two procedures are given in Part II of this manual. In 

Chapter 8 the overall design procedure is discussed, covering 

the design of a data collection program from the baseline phase 

through to monitoring and updating. Once the reader is 

familiar with Part I of this manual, Chapter 8 can be used as a 

guide to the entire manual as a transit system goes through the 

process of building its data collection program. In Chapter 9 

a procedure is presented for scheduling checkers and other data 

collection activities; as such it is a substep in the overall 

-11-



procedure of Chapter 8 that must be performed for all three 

phases (baseline, monitoring, update) of the data collection 
program. 

Each of the procedures of Part II is illustrated by an 

example that parallels the procedure throughout. Both examples 

make use of worksheets, which are included as part of the 
examples. 

All of the tables used for determining sample size and 

tolerance attained are collected in Appendix A for ease in 
·reference. 

Blank worksheets are presented in Appendix B for the 
convel'lience of the reader. 

-12-



CHAPTER 2 

DATA NEEDS 

The first step in designing a data collection program ia to 
identify the data items required. Section 2.1 elaborate~ on 
the need for an inventory of data needs. Section 2 .2 reports 
the results of a survey of the data needs of Nor th . American 
systems. Section 2.3 suggests appropriate levels of detail for 
commonly measured data items. 

2.1 Taking Inventory of Data Needs 

The data required by transit systems vary depending on the 
size and type of system operated and on the specific management 
objectives of the system. It is important, therefore, to 
contact all appropriate management and supervisory personnel 
within the system to identify their data needs. The 
departments or staff to be contacted may include: 

o planning 

o scheduling 

o finance/revenue/budget 

o transportation 

o general manager 

Each department (staff member) contacted should be asked to 
list the service-related data items used, how they are used, · 
and how often they are used. Once a preliminary list of data 
needs has been compiled in this manner, it should be circulated 
to those originally contacted for review. The final list ·of 
data should also include those items required by outside . 
agencies, such as a governing board, city council, 1tate ag•ncy 
and the Urban Mass Transportatio-n Administration (with 1pecial 
attention to UMTA Section 15 requirements). 
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2.2 Typical Data Needs of North American Transit Systems 

The first task of this study was to determine the data 

needs of a typical bus system. This was done through a review 

of the data needs reported by more than one hundred bus transit 

systems in North America. This review included an analysis of 

the material collected from 71 transit properties by the 

Massachusetts Bay Transportation Authority (MBTA) in Boston and 

the Tidewater Transportation District Commission (TTDC) in 

Norfolk, Virginia.* These materials were supplemented by 

discussions with 41 other systems concerning the data required 

by these systems and the data collection techniques currently 

employed. 

Through these efforts, a set of data items was identified 

(Table 2 .1) that is needed by a large majority of the systems 

contacted. Each of these data items was reported as being 

useful in one or more aspects of service management, including 

route planning, scheduling, marketing, funding reimbursement or 

deficit allocation, and external reporting. 

Two pairs of data items warrant clarification. The first 

pair is peak point load vs . true maximum load . Operators 

typically determine for each route/ direction/time period a 

"peak load point" or "peak point", the point at which the 

average load per trip is the greatest . "Peak point load" is 

the load at this point. However, on each individual trip, the 

point of maximum load need not be this point. "True maximum 

load" for a trip is the maximum load occurring on that trip, 

* For further information on this effort, see Bus Service 
Evaluation Procedures: A Review, prepared by the 
Massachusetts Bay Transportation Authority and Tidewater 
Transportation District Commission, April 1979, NTIS Report 
No. PB79-296314. 
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Table 2.1 

Data Needs in Baseline Phase 

Route (or Stop) Specific 

Load (at peak point - other key points)* 
Running Time 
Schedule Adherence 
Total boardings (i.e., passenger-trips) 
Revenue 
Boardings (or revenue) by fare category 
Passengers boarding and alighting by stope 
Transfer rates between routes 
Passenger characteristics and attitudes 

age 
handicap 
sex 
job status 
attitudes toward 
level of service 

Passenger travel patterns 

origin/destination 

work and/or school 
trip location 
time of day of work 
(school) trip 

income 
auto ownership 
auto availability 
home location 

work (school) trip 
mode 
non-work (school) 
travel patterns 
trip frequency 

System-wide 

Unlinked passenger trips 
Passenger-miles 
Linked passenger trips 

* At specified points; not averaged throughout a trip. 
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regardless of where it occurs, and average true maximum load is 

the average of the individual trip maximum loads. Obviously, 

peak point load is easier to measure, as it can be measured 

with a point check, while true maximum load requires rneasur ing 

ons and offs at every stop. For this reason, many systems 

choose to deal only with peak point load. On very crowded 

routes, however, peak point load, which is always less than 

average true maximum load, may significantly underestimate the 

level of crowding. Because of the close relationship between 

these two items, systems who favor the true maximum load 

measure may be able to estimate it from peak point load using a 

conversion factor, as discussed in Section 1.3. 

Another pair of 

are 

data i terns 

schedule 

whose 

deviation 

names 

and 

are not 

schedule self-explanatory 

adherence. Both are measured at a specific checkpoint. For 

the purposes of this manual , "schedule deviation" is taken to 
mean number 

checkpoint. 

schedule). 

of minutes behind schedule as a bus passes a 

(Negative values imply a bus is ahead of 

Unlike other numerical data items, however, a 

simple average of this measure conveys little information. For 

example, if average schedule deviation were 0, it could be that 

every trip is right on time, or that half the trips are very 

early and half are very late*. Schedule adherence, on the 

other hand, is defined in this manual as the percentage of 

trips that are early, on time, and late. For this purpose, 

"on-time" can be defined as strictly as desired; a typical 

definition is Oto 3 minutes behind schedule. 

2.3 Level of Detail 

Selecting the appropriate level of detail is important in 

the design of a data collection program because it is directly 

related to the level of effort required. Data is often needed 

* One way to overcome this difficulty is to measure both the 
mean and standard deviation of schedule deviation. This 
approach is not pursued, however. 
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at different levels of detail ranging from trip level to route 

level, where it may or may not be broken down by direction, day 

of t he week, or time of day. Most data items are between the 

extremes, and are needed at the route/direction/time period 

level . 

Table 2.2 shows the suggested level of detail for commonly 

collected data items. For data items used in the regular 

schedulin9 process (e.g. load, running time), it is suggested 

that data be broken down by route, direction, and time period. 

For data items used pr imarily in a broader context of route 

planning (e.g. passenger character is tics and attitudes) , l ess 

detail is needed. For some of these items, breakdown by time 

period is not necessary, and for o t hers a breakdown into two 

aggrega te periods, peak and off-peak, may be adequate. 
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TABLE 2.2 

Suggested Level of Detail for Selected Data Systems 

Data Item 

1. Load at peak point 
or other key point 

2. Running time 
a. Routes with 

branching or 
short-turns 

b. Simple routes 

3. Schedule adherence 
{fraction early/ 
on time/late) at 
specified point{s) 

,. Boardings 

s. Revenue 

6. Passenger Miles 

7. Distribution of 
boardings by 
fare category 

8. Average boardings 
and alightings by 
stop 

9. Transfer rates 

10. Passenger character­
istics and attitudes 

11. Passenger origin­
destination pattern 
along route 

Uses 

scheduling, planning 

scheduling, planning 

scheduling, planning 

scheduling, 
evaluation, control 

evaluation, planning, 
Section 15 reporting 

evaluation, planning 

evaluation, 
Section 15 reporting 

planning 

planning 

planning 

planning 

planning 
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Level of Detail 

route/direction/time period 

route/segment/direction/time 
period 

route/direction/time period 

route/direction/time period 

route/direction/time period 

route/direction/time period 

route/direction/time period 

route/time period (peak/ 
off-peak) 

route/direction/time period 

route/direction/time period 
{peak/off-peak) 

route/time period {peak/ 
off-peak) 

route/direction/time period 
(peak/off-peak) 



CHAPTER 3 

DATA COLLECTION TECHNIQUES 

Data collection techniques used by transit systems can be 

classified along two dimensions. One dimension, covered in 

Section 3 .1, is the way in which resources (e.g., checkers, 

special equipment) are deployed to collect the data. The 

second dimension, covered in Section 3 . 2, is the types of 

counts and readings that are taken. The two dimensions overlap 

because some types of counts can be taken with several 

different deployment options. 

3.1 Deployment Options for Data Collection 

There are four major deployment options for positioning 

personnel and resources in the field for data collection (Table 

3 . 1) • 

The first is the ride check, in which a checker is 

stationed on the bus as it travels along the route. This 

option c onsumes one checker-hr for every vehicle-hr of service 

checked. 

The second option is the point check, in which a checker 

is stationed at roadside and observes buses as they pass by. 

Point checks generally require 1 checker-hr per point per hour 

of observation in each direction. If both directions can be 

observed by a single checker, this cost is halved. This can be 

the case when load is critical in only one direction, and for 

the otheir direction the checker needs to note only the time of 

passage and whether there were standees. The cost can be 

further reduced if several converging routes can be monitored 

simultaneously by a single checker. 

Fou.r types of 

collection program. 

point checks can be used in the data 

The fir st is the "peak load point check" 

or "pea~~ point check", used to observe the "peak load" or "peak 
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Table 3.1 

Major Data Collection Deployment Options 

Option · 

1. Ride Check 

2. Point Check 

a. Peak Point Check 

b. Undesignated Point 
Check 

c. Multiple Point 
Check 

d. Endpoint Check 

3. Driver Check 

4. Autoaated Checks 

Description 

Checker rides on 
board bus 

Checker stands at 
roadside; may or may 
not boa rd bus 
momentarily 

Checker stationed at 
peak load point 

Point at which checker 
is stationed is flexible 
within a certain range 

Checkers stationed at 
selected timepoints 

Checkers stationed at 
endpoints 

Driver records data 

Buses equipped with 
automated passenger 
counters 
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Resources Consumed 

l checker-hr/ 
vehicle-hr. 

1 checker-hr/direction/ 
point/hr. 

Very little cost; data 
reliability may be 
suspect, however 

l vehicle-hr/vehicle-hr 



point load", an important input to scheduling. The peak point 

is the point on a route at which the average passenger load is 

the greatest. Since the location of the peak point can change 

over time, it is necessary to verify the location of the peak 

point periodically, generally through a ride check. 

Multiple point checks can be useful on long routes, 

crosstown routes, br-anching routes and routes which serve a 

number of important activity centers . Such routes may have 

several points in different areas at which the loads are 

critical for scheduling purposes, such as selecting the 

frequency on a branch. Likewise, running time on different 

segments,, such as a short turn portion of a route, may be 

critical as well. 

Endpoint checks, in which checkers are positioned at the 

route endpoints, are useful for monitoring run time and, if 

vehicles are equipped with registering fareboxes, revenue per 

trip. I f a checker is stationed at only one endpoint, revenue 

and running time per round trip can be measured. Endpoint 

checks can be particularly efficient in bus systems that serve 

as feeders to rail rapid transit, since in such systems a rapid 

transit terminal can serve as an endpoint for a large number of 

routes. 

When there is some freedom in the choice of checkpoint, 

this type of check is called an "undesignated point check." By 

leaving the checkpoint . undesignated, it is often possible to 

choose a1 checkpoint at which many routes can be monitored 

simul tanE~ously. Freedom in the choice of checkpoint arises, 

for example, when the purpose of the · check is to measure 

schedule adherence, which can be measured at any of a number of 

points. Another example is when load is to be measured at a 

point in the vicinity of peak point, and from it either the 

true maximum load or the peak point load is to be estimated 

using a conversion factor. If there is a point that many 

routes pass that is near the peak point of each of these 

routes, then stationing a checker at that point could be an 
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economical way of monitoring load on these routes. 

Point checks typically are taken from the street, but one 

variation is to have the checker briefly board the bus. This 

practice may become more common as more busses with tinted 

windows are purchased, since such windows greatly reduce the 

ability of checkers to see into the bus during daylight hours. 

If point checkers board each bus briefly, they can also take 
farebox readings. 

A third deployment option, driver checks, is to use 
drivers as they perform their regular duty of operating the 

bus. Demands on dr.ivers and work rules can limit severely the 

extent to which drivers can be used, and because for them data 

collection is secondary duty, data thus obtained may be less 

reliable than data gathered by checkers. Drivers are not 

generally used to measure running or arrival times. 

A fourth deployment option is automated checks, taken by 

having vehicles equipped with automatic passenger counters 

(APC 's) operate on selected trips. APC' s count the number of 

passengers boarding and alighting at each stop and record 

related information such as the time, stop number, and/or 

odometer reading each time the bus stops and the doors are 

opened. APC's should not be confused with Automatic Vehicle 

Monitoring (AVM) systems, which provide continuous "real time" 

information on vehicle locations and emergency status, as well 

as passenger loads. This information is used by operating 

personnel to make immediate service changes. Information 

collected by APC 's, on the other hand, is temporarily stored 

and is retrieved periodically (e.g., weekly) for analysis. 

Although several types of APC systems are currently 

available, all perform the four basic steps of data acquisiton, 

data recording and storage, data transfer, and data reporting 

and analysis (Figure 3.1). A number of components are used in 

the data acquisition step. Sensors are located at each doorway 

of the bus to detect passenger movements. These sensors are 
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Figure 3 _ 1 
BASIC STEPS AND COMPONENTS OF APC TECHNIQUES 
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either infrared beams or ultrasonic rays projected across the 

front and rear stairwells of the bus, or pressure sensitive , 
mats placed on the steps. A data processing unit is located 

on-board the bus t o record and store the data . The counts are 

stored along with auxiliary information that per mi ts matching 

with bus stops . This auxiliary information can be time or 

distance measurements, or coded location signals transmitted to 

the bus from devices mounted on signposts. After the data have 

been stored for a period of time (usually several days), it is 

transferred from the on-board processing unit to a central 

computing facility where appropriate software packages are used 

to generate the desired reports. 

In addition to these four major deployment options, there 

are several more specialized ways of collecting data. Some 

involve little data collection cost, such as counting tickets 

or revenue at the end of a day, and other can be quite costly, 

such as passenger interviews. 

3.2 Types of Counts and Readings 

There are eight types of counts and readings that are 

commonly taken (Table 3.2). 

An on/off count (characteristic count) is a record of 

passenger boardings and alightings at each stop and the arrival 

time at selected stops. On/off counts are usally taken using a 

ride check (see Figure 3.2 for a sample ride check form). At 

some systems, boarding passengers are counted by fare category 

and experienced ride checkers may note whether the running 

speeds on route segments are appropriate. On/off counts can 

also be gathered by automated checks. 

From an on/off count, it is possible to determine the load 

between each pair of stops. Thus, with on/off counts the true 

maximum load on each trip can be determined, as well as the 

location of the peak load point. 
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Type of Count/ 
Reading 

On/off Count 

Boarding counts 

Load Counts 

Farebox Reading 

Revenue Count 

Transfer Coul!'lts 

Route Origin/ 
Destination Count 

Survey 

Table 3.2 

Types of Counts and Readings 

Description 

Ons and Offs at each stop; also 
time at timepoints. In rare cases, 
ons may be by fare category. 

Boardings by trip, broken down by 
fare category; in some case, may 
be broken down by stop; also time 
at timepoints if count is done by 
a checker 

Load on bus as it passes a point; 
also time at that point 

Cumulative farebox revenue at 
checkpoint; also time at check-
point driver count 

Count of revenue in farebox vault 
at end of day, by vehicle 

Count of transfer tickets sorted 
by original and final route 

Count of passengers by 0/D stop 
pair 

Passengers respond to questions, 
either written or verbal 
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Corresponding 
Deployment Options 

Ride check; 
automated count 

ride check 
driver count 

point check 

point check 
ride check 

None 

None 

specia l 

Special; often 
ride checker or 
dr i ve r can distri­
bute questionnaire 



Fig ure 3 .2 
Sample Form for Ride Check 
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Given the mileage between successive stops, ride checks can 

also be used to measure passenger-miles. This Section 15 data 

item can be simply computed by multiplying the number of 

passengers on-board leaving each stop by the distance between 

that stop and the next stop. 

Boarding counts are a record of boarding passengers by 

fare category. These counts are different than on/off counts 

in that t hey are usually taken by drivers and that the data are 

generally recorded by trip and not by stop. Drivers are often 

in a better position than checkers to determine fare category, 

because they can more easily see the fare deposited. Counts 

are generally taken with mechanical counters, which in some 

systems are attached to the fareboxes. When checkers do the 

boarding count, the data is usually broken down by step (see 

Figure 3.3 for a sample boarding count form). 

Load counts, taken with point checks, are a measure of the 

number of passengers on board as a bus either arrives at or 

leaves a stop. Bus arrival or departure time is usually 

measured as well (see Figure 3.4 for a sample point check 

form). Passenger activity (i.e., boardings and alightings) at 

the stop where the check is being made may also be recorded by 

the on-street checker. 

Farebox readings can be 

with reg istering fareboxes. 

running total of the amount 

tak•en when vehicles are equipped 

Registering fareboxes keep a 

of money that is collected on a 

bus. (See Figure 3. 5 for a sample farebox reading form.) 

Register readings are almost always taken at the beginning and 

end of each day. If a bus remains on the same route all day 

(i.e., no interlining) , its readings can be used to obtain 

total route revenue. Some systems require drivers to read the 

boxes at the beginning and end of their shifts. If there is no 

inter lining within shifts, this data can be used to compute 

route revenue. 

If there is interlining (i.e., if buses operate on more 

than onu route between farebox readings), some allocation 
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Figure 3.3 
Sample Form for Boarding Count 

ROUTE IUS # DATE 
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Figure 3.4 
Sample Form for Point Check 
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Figure 3.5 
Sample Form for Farebox Reading 

ROUTE eus • DATE 
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between routes must be done. Complex statistical methods can 

be used to perform this allocation, although it is more common 

to use simple allocation factors. Either way, some error is 

introduced by the allocation process. Having drivers record 

the farebox reading when they switch from one route to another, 

or, better yet, at the start of each trip, would overcome the 

allocation problem and yield an accurate measure of revenue by 

route and, if readings are made with each trip, by trip. 

However, reliability can be a problem with driver-recorded 

readings because data collection is not their primary duty. 

Checkers can also make farebox readings. During a ride 

check, a reading can be made at the start and end of each trip 

and at selected timepoints. With endpoint and multiple point 

checks, revenue by trip and/or for certain segments can be 

inferred from farebox readings if checkers board the bus. 

In the past few years, a number of systems have installed 

fareboxes which electronically register boardings by fare 

category (and hence revenue). These fareboxes require drivers 

to register each fare as it is deposited. To use these 

fareboxe s , the drivers in effect, must perform boarding counts. 

Revenue Counts are a measure of the revenue retrieved from 

the farebox vaults. All systems measure systemwide revenue on 

a regular, generally daily, basis. In some systems, revenue is 

recorded by vehicle every day, or on a sample basis. If buses 

are not interlined, revenue counts by vehicle will yield 

revenue by route. If buses are inter lined between routes, it 

is difficult to compute accurate route revenue using revenue 

counts. 

Transfer counts are counts of transfer tickets used to 

estimate transfer rates between routes. For systems which 

indicate the originating route on their transfer tickets, this 

technique requires only the collection of a sample of the 

transfers received by the drivers. For systems which do not 

indicate the orginating route on the tickets, a special 

transfer ticket (perhaps color-coded for a number of 
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intersecting routes) is distributed, collected and counted for 

several days to obtain this info rmation. 

A route origin-destination (0-D) count is a specialized 

count that measures of the number of passengers going between 

each pair of stops on a route. It differs from an 0-D survey 

in that all passengers are counted, whereas in a survey only 

responding passengers are counted. On routes that are not 

particularly busy, a checker stationed at the rear of the bus 

notes on a seating chart the origin and destination stop of 

passengers as they sit and rise. On busier routes, a 
route-level origin-destination matrix (by stop) can be measured 

with a minimum of passenger participation by stationing a 

checker at each door of a bus. Upon boarding, passangers are 

handed a card that is precoded to indicate the orig in stop. 

Upon alighting, passengers return the cards, which are then 

filed or coded by destination stop. While it is possible that 

some passeng~rs will not return their card upon a~ighting, 

response rates of over 95% are common. It is also possible to 

ask passengers to record some information on the card, but the 

response rate for this information is generally lower, and this 

technique is better classified as a survey, discussed below. 

Passenger surveys are used to obtain information directly 

from the passengers. Surveys differ from counts in that 

information about responding passengers only is obtained, 

necessitating an expansion of the results and subjecting them 

to biases than can jeopardize their value (see Section 7 .3). 

Transit surveys are generally conducted while passengers are 

on-board the bus. With longer surveys, passengers may be given 

the option of returning the surveys, which are printed on 

postage-free forms, by mail. On-board surveys may be handed 

out by drivers, by checkers, or by special survey 

administrators. The person distributing the forms helps answer 

questions about the survey or may ask some or all of the 

questions to individuals who may have difficulty with the form 

(e.g., some elderly and handicapped passengers). 
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Surveys are the only way to obtain information on passenger 

travel patterns, character is tics and attitudes. Complete 

on-board surveys generally include questions of use for general 

transportation planning as well as those specifically geared to 

transit management. Typically questions cover the following 

topics: 

o route on which survey is adminstered 

o fare paid 

o other routes used on trip 

o origin and destination 

o access mode and distance 

o trip purpose 

o time-of-day of travel 

o frequency of use 

o age and sex 

o occupation or income level 

o auto availability 

On-board surveys can also be used to count ridership if 

sequentially numbered survey forms are handed out to all 

passengers and forms refused by passengers are discarded. 

Some systems periodically conduct special purpose surveys 

to collect limited data. These should not be substituted for 

the baseline phase survey descr: ibed above, but can be used 

subsequently to acquire accurate data to supplement the 

baseline data. Examples of special purpose surveys include: 

1. Passholder Survey: On systems with significant (and 

changing) pass usage, it may be desirable to obtain 

directly ridership patterns of passholders through a 

survey. This survey can be conducted when passes 

are issued or through the mail. These data can then 

be combined with revenue figures at the route level 

to update ridership estimates. For systems with 

growing pass usage these data will allow projection 

of total revenue for budget planning purposes. 
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2. Transfer Survei: If two routes are being considered 

for throughrouting, or monitoring indicates a 

substantial change in the number of transfers, it may 

be desirable, particularly in systems which do not 

issue transfer tickets, to conduct a special transfer 

survey of certain routes. One way this might be 

accomplished is to station an interv iewer at the stop 

wher e two 

passengers 

routes intersect, 

whether they 

where he/she would 

are transferring. 

ask 

(An 

alternative is t o do a transfer count (mentioned 

earlier) by issuing coded transfer cards to all 

boarding passengers on the route in question, and then 

collecting them on the second route.) 

3.3 Comparison of Principal Data Collection Techniques 

The various deployment options and types of counts and 

readings provide a range of different data items with different 

levels of reliability, depending on individual system and route 

character is tics. As shown in Table 3. 3, a number of types of 

counts, taken using different deployment options, can be used 

to collect the same data items. 

On/off counts provide the most complete set of data, 

especially if boarding passengers can be recorded by fare 

cat egory. On/off counts, together with farebox readi ngs when 

possible, provide reliable and complete data when t hey are 

performed by traffic checkers. On/off counts can also be made 

using APC's, subject to the availability of an accurate 

stop- referencing capability . Also, subject to this c a pability, 

s chedu l e adherence data can be obtained with APC's. The 

reliability of some of these data may be somewhat less than 

that collected by experienced checkers; however, the capability 

for conducting multiple counts inexpensively, and the 

predictable nature of some forms of error, should offset any 

inaccurac i es associated with this technique . 

Counts taken by drivers can be a very inexpensive source of 
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data. With increasing level of effort, drivers can take 

farebox readings, count boardings, count boardings by fare 

category, and count boardings by fare category and stop. These 

more advanced levels of detail provide a rich set of data. 

However, if drivers are used to collect data, experience 

suggests that the results may be less reliable since data 

collection is secondary to their primary responsibility of 

operating the vehicle. 

· Point checks provide reasonably accurate, but more 

limited, data. Multiple point and endpoint checks increase the 

usefulness of this technique by providing information at more 

than just the peak point, especially on longer routes which 

serve more than one activity center. The utility of point 

checks may decrease somewhat, however, as buses with tinted 

windows become more common, since tinted windows prevent easy 

estimation of passenger loads without having the checker board 

the bus. 

Passenger surveys provide a wide range of data items; 

however, some problems exist in ensuring accurate and unbiased 

results using survey data (see Section 7 .3 ). Surveys generally 

should not be used to obtain data which can be directly 

observed using alternative technique because of these potential 

accuracy problems. 

Revenue and transfer counts provide information on a 

limited number of data i terns for those systems with operating 

characteristics allowing the use of these techniques. 

3.4 Evaluation of Automatic Passenger Counters 

Some heavily patronized properties may find automatic 

passenger counters to be ~ .. ~l ost-effective alternative to ride 

checks, especially where reliable driver-collected data are 

unavailable. Although APC's require a substantial initial 

investment, the incremental cost per count is relatively low 

thereafter. Manual counts, on the other hand, entail little 
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initial investment, but a higher cost per count. Given these 

cost structures, systems faced with large on-going monitoring 

requiremE!nts may find the average cost per count to be lower 

with APC ' s than with manual counts. 

In addition to out of pocket cost, APC' s offer several 

advantages over manual techniques. APC's provide the 

opportun i ty to collect additional data at relatively low cost, 

e.g., to assess seasonal variation in loading profiles, or 

day-to-day variation within the week. APC's also allow 

considerable choice in the level of detail of the reports to be 

generated, depending upon the purpose and types of analyses to 

be undertaken. Data turnaround is faster because the data are 
read directly from on-board storage to a 

facility ; the time-cons uming functions 

keypunching are avoided altogether. 

central computer 

of coding and 

The importance of each of these factors clearly should 

influence a transit system's choice of collection methods. A 

few general guidelines are suggested so that a system can 

determine whether the use of APC's should be seriously 

considered. Characteristics which favor APC use' include: 

o more than 300 buses smaller systems may find 
acquisiton and software development costs prohibitive. 

o preponderance of high volume routes, e.g., with peak 
hour headways of 10 minutes or less and/or peak period 
standing loads. 

o large on-going data requirements, e.g., due to high 
day-to-day variances or seasonal variation. 

o excessive data collection costs 

o inaccurate manually collected data 

o no reliable driver-collected data 

o use of buses with tinted windows, making point checks 
difficult 

o ready access to computer facilities and associated 
technical skills 
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o the availability of capital funds required for APC 
equipment, as opposed to operating funds 

Transit systems with several of these characteristics are 

most likely to find APC's a cost-effective alternative to 
manual data collection. 

found in the report 

Counters", Report No. 

Multisystems, Inc. 

A more thorough evaluation of APC's is 

"An Assessment of Automatic Passenger 

DOT-I-82-43, prepared for UMTA by 
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CHAPTER 4 

CONVERSION FACTORS AND OVERALL DATA COLLECTION PROGRAM DESIGN 

4.1 Conversion Factors 

Conversion factors can play a major role in a data 

collection program. A conversion factor is simply the ratio of 
the averages of two related data items, of which one is easy to 
collect and the other is more difficult to collect. Once a 
conversion factor has been estimated, the average of ·the 
difficult- to- collect item can be inferred in future periods, 
without measuring it directly, by measuring the easy- to-collect 
item, and then multiplying· the average of the easy-to-collect 
item by the conversion factor. The easy-to-collect item is 

called the auxiliary item: the difficult-to-collect item is 
called the inferred~- The conversion factor is calculated 
during the baseline phase by measuring both items 
simultaneously on a sample of trips; it can then be used 
repeatedly in the monitoring phase as long as the relationship 
between the items is believed to remain stable. 

For example, in a particula.r system, peak point load is 
easy to collect, but boardings is d ifficult t o col l ect. Using 

a ride check, both boardings and peak point load are measured 
simultaneously on a sample of trips in the baseline phase. 
From this sample, average boardings is measured to be 70 and 
average peak point load is measured to be SO. The conversion 
factor is the ratio of average boardings to average peak point 
load, or 70/50 = 1. 4. Then, in the monitoring phase, peak 

point load is measured, while boardings a r e not, in every 
quarter. In one quarter, for example, average peak point load 
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was found to be 55 (an increase of 10% from the baseline 

amount). Average boardings is then inferred to be (55) ( 1. 4) = 

77 (also an increase of 10% from the baseline phase). 

The use of conversion factors affects the conduct and the 

costs of both the baseline and monitoring phases. Therefore, 

careful planning is required in the design of the overall data 

collection program to ensure that conversion factors are most 

effectively used to lower the overall cost of the program. 

This chapter provides an overview of the program design 

process, and as such provides an introduction to the remainder 

of Part I of this manual. 

4.2 Baseline Phase 

The baseline phase is intended to provide a comprehensive 

"snapshot" of the system. Therefore all the data items that 

are needed by th_e transit system ( see Chapter 2) should be 

collected in the baseline phase. 

The baseline phase is also intended to estimate conversion 
factors. To estimate a conversion factor, data must be 

collected in pairs . Therefore, the need for conversion factors 

should be anticipated in the design of the baseline phase. 

Furthermore, one of the items in a conversion pair may not be 

needed in its own right, but may be needed to serve as an 

auxiliary item in a conversion strategy in the monitoring phase. 

4.3 Monitoring Phase 

The monitoring phase serves two purposes: 1) to measure 

data items that are likely to change and for which updated 

values are needed as part of the regular scheduling, 
evaluation, and reporting requirements; and 2), to monitor key 

data items, called "change indicators", to detect whether a 

significant change in either ridership or operating patterns 
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have changed, triggering follow-up. Sections 4.3.1 and 4.3.2 

deal with data items that must be regularly updated, while 

Section 4.3.3 deals with change indicators. Section 4.3.4 

summarizes the monitoring phase data needs by presenting three 

low-cost options. 

4.3.1 Data Items That Need Regular Updating 

For the typical route, the data items that may have to be 

updated regularly (each season or each year) are: 

0 

0 

0 

0 

0 

0 

Data Item 

peak point load or 
true maximum load 

revenue 

boardings 

passenger miles 

schedule adherence 
(proportion early/ 
on time/late) 

running time 

Level of Detail 

route/direction/time period 

route/direction/time period 

route/direction/time 
period/fare category 

route/time period 

route/direction/time period 

route/direction/time period 

Schedule adherence ( and/or running time) and peak load are 

monitored periodically by most systems to ensure efficient 

scheduling and reliable service. Schedule adherence can be 

measured at any of a number of points (e.g., peak load point, 

route endpoints); however, the same point should be used 

consistently. Load data are most often needed to determine 

appropriate service frequencies. A point check can often be 

used to measure both peak load and schedule adherence. 

It 
routes 

is appropriate to regularly 

that exhibit strong seasonal 

update running time on 

fluctuations in running 

time, or where growth in traffic activity causes running times 
to gradually increase. On routes where running times has 

proven stable, however, it may be sufficient to monitor running 
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time by measuring schedule adherence at a point on the route, 

using the reasoning that as long as schedule adherence does not 

change significantly, running time can be assumed to have 

remained unchanged. 

Total boardings, boardings by fare category, revenue, and 

passenger miles ari alternative measures of the utilization of 

the route. The choice of which one(s) to monitor regularly for 

this purpose will depend on the feasibility of different data 

collection techniques £or the system, and on particular local 

needs. Boardings and passenger miles are needed in order to 

comply with Section 15 requirements. 

4.3.2 Updating Using Conversion Factors 

As explained in Section 4 .1, conversion factors can 

s ignif ican tly reduce the cost of the monitoring phase. They 

make it possible to estimate the average of a 

d if£ icul t-to-collect (infer red) data i tern by measuring a 

related easy- to-collect (auxiliary) data i tern and multiplying 

its average by the conversion factor. Sometimes two items that 

are both needed for updating in the monitoring phase can be 

related by a conversion factor; in such a case, only the 

easier-to-collect item must be measured in the monitoring 

phase. In other cases, an i tern that is not needed in itself 

during the monitoring phase can serve as the auxiliary item, 

and be used to infer related items that are needed. 

Just which items are difficult/expensive to collect and 

which are easy/inexpensive depends on individual 

characteristics of the transit system, such as whether APC' s 

are available, or whether drivers can do boarding counts or 

farebox readings. Listed below are examples of related data 

items for which it may be more efficient to use conversion 

factors than to measure the more expensive item directly in the 

monitoring phase. 
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Auxiliary Data Item 

load or revenue 

load at inner end of branch 
or revenue obtained on 
branch 

boardings, load or revenue 

peak point load 

load at point near peak 
point 

revenue 

4.3.3 Monitoring Change Indicators 

Inferred Data Item 

boardings 

boardings on branch 

passenger miles 

true maximum load 

peak point load, true 
maximum load 

peak point load, true 
maximum load 

One <>f the purposes of the monitoring phase is to monitor 

key data i terns, called change indicators, with the reasoning 

that if these key i terns show no significant change, then all 

other related data i terns can be assumed to be unchanged. For 

most properties, two change indicators will be sufficient, one 

as an indicator of passenger activity, and one as an indicator 

of running time. 

As mentioned in Section 4. 3 .1, schedule adherence can be 

used as a change indicator for running time if running time is 

not monitored directly. If running time is monitored directly, 

no change indicator is needed in this area. If neither running 

time nor schedule adherence was considered ( in Section 4. 3.1) 

as needing regular updating, one of them should be added as a 

change indicator. In nearly all cases, the more efficient one 

to add is running time . 

Passenger related data items such as passenger 

characteristics, attitudes, origin-destination patterns, and 

transfer patterns can be monitored indirectly through the 

measurement of a change indicator such as peak load or 

revenue. It is highly unlikely that any of these data items 

will change without a corresponding change in the change 

indicator. 
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4.3.4 Frequency of Monitoring 

How often the various monitoring data items should be 

collected and reported depends on the needs of the system. 
Different items may be desired with different reporting 

periods. For example, peak load may be desired every quarter 
while passenger-miles is needed every year. Sample sizes 

determined for each data item will be with respect to their 

particular reporting period. However, in scheduling the data 

collection activities, there will be a standard "monitoring 

period" which is the smallest reporting period of the data 

items needed in the monitoring phase. Thus if some items are 

needed quarterly and others annually, the monitoring period 

will be the quarter. Sample size requirements of data items 

with larger reporting period are simply be divided by the ratio 

of the length of their reporting period to the length of the 
monitoring period. 

4.3.5 Efficient Monitoring Phase Options 

Properties that have automatic passenger counters or that 

can use vehicle operators to collect data may be able to 

measure directly many or all of these items listed in Section 

4.3.1, and perhaps other items as well. For systems that must 

rely on checkers, however, the use of conversion factors and 

change indicators may enable a system to restrict direct 

measurement in the monitoring phase to items that can be 

obtained by point checks, keeping the cost of the monitoring 

phase down. Table 4.1 lists 3 possible combinations of data 
items, each of which can be measured using point checks, and 

which may be able to fullfil the data needs of the monitoring 

phase through the use of conversion factors and change 

indicators. 

4.4 Follow-up Phase 

Follow-up is necessary when conditions measured in the 

baseline phase (or in the most recent follow-up phase) have 
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Location 
of Point 

Counts 

OPTION A 

Peak ~int 

OPTION B 

Point near 
peak point 

OPTION C 

Endpoints 

Table 4.1 

Some Monitoring Phase Options 

Measure 
Directly 

o peak point 
load 

o schedule 
adherence 

o point load 

o schedule 
adherence 

o running 
ti.Jlle 

o schedule 
adherence 

o revenue 

Data Items 
Change 

Indicator 

o peak point 
load 

o schedule 
adherence 

o point load 

o schedule 
o adherence 

o revenue 
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Infer via 
Conversion 

o boardings, pass­
miles and revenue 
from point load. 

o running time 
assumed unchanged 
unless schedule 
adherence indi­
cates change 

o peak point load 
from point load 

o boardings, pass­
miles and revenue 
from point load. 

o running time 
assumed unchanged 
unless schedule 
adherence indi­
cates change 

o peak p:>int load 
f r011 revenue 

o boarding•, 
pasa-ailee fr011 
revenue 



changed. Indications of change can be both external and 

internal. An external indication of change would be a change 

imposed on the users, such as a route restructing, a major 

schedule change, or a major fare change. With each external 

change, the operator must decide which related data items are 

likely to be significantly affected, and then initiate 

follow-up on those data items. 

Changes can also be indicated internally when a data i tern 

that is measured in the course of the monitoring phase shows a 

marked change from baseline conditions. When a monitored data 

item changes significantly, then, follow-up should be initiated 

on the related data items for which the monitored item served 

as a change indicator. Based on the routes analyzed in this 

study, it is recommended that the baseline phase be redone if 

the passenger usage indicator changes by 25 percent or more 

from the initial baseline phase results . When schedule 

adherence is used as an indicator of running time, it is 

recommended that running time be rechecked if the proportion of 

early or late trips changes by 0.15 or more. 

The needs 

unpredictable of 

baseline phase, 

however, needs 

of the follow-up 

the three phases. 

little follow-up will 
for follow-up will 

phase are the most 

Immediately after the 

be needed. With time, 

spring up on different 
routes, in different time periods, and for different data 

items, and will become a regular part of the data collection 
program. 

4.5 Overview of Data Collection Program Design 

Figure 4 . 1 illustrates the design process for the baseline 

and monitoring phases of a data collection program. This 

process is given in detail a step-by-step procedure in Chapter 

8. The purpose of this section is merely to present an 

overview and to relate the remainder of Part I of this manual 

to the overall design procedure. 
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DESIGNING A DATA COLLECTION PROGRAM 

Baseline Phase 

Data Needs, 
Baseline 
Phase 

Check Accuracy 
of Systemwide 14 I 
Totals 

Sample Size 
For Individual 
Items 

Choose 
Conversion 
Factors 

Sample Size 
For Conversion 
Factors 

Choose Data Collection Techniques, 
Schedule Data Collection 

BASELINE DATA COLLECT!~ 

Analyze 
Individual 
Items 

Analyze 
Conversion 
Factors 

Monitoring Phase 

Data Needs, 
Monitoring 
Phase 

Sample Size 
for Indirect 
Measurement 

Check Accuracy!' 
of Systemwide 
Totals I 

Sample Size 
for Direct 
Measurement 

choose Data Collection Techniques,1 
Schedule Data Collection 

M~ITORING PHASE DATA COLLECTION 

Analyze Data 

Tri9ger Need for Follow-Up 



The first step is to define data needs for both phases, as 

described in Chapter 2 and in Sections 4.2 and 4.3. Part of 

the definition of data needs is the specification of accuracy 

level, a topic covered in Section 5 .1.1. The chosen accuracy 

level for route-level items must then be tested to ensure that, 

when the data are aggregated to yield systemwide totals, the 

systemwide totals will be accurate enough. This topic is 

covered in Section 5.1.2. 

The next step in the baseline phase is to choose a set of 

conversion factors. This topic was discussed in Section 4.3.3. 

The baseline phase design continues with sample size 

determination for both individual items and for conversion 

. factors. Th is topic is covered in Chapter 6. Section 5. 2, 

discussing data variability, also provides important input to 

sample size determination. 

Sample sizes are then translated into a schedule of data 

collection activities. This topic is covered in Chapter 6. 

Once data collection is accomplished, the data are 

analyzed (to determine the accuracy of the statistics obtained) 

using procedures found the Chapter 6. (Procedures for 

determining accuracy and for determining sample size are 

presented in the same chapter because they are closely 

related.) Of particular importance are the conversion factors 

estimated in the baseline phase, whose analysis is discussed in 
Section 6.4. 

Once the baseline phase is completed, design and execution 

of the monitoring phase follows. Sample size determination for 

items measured directly (i.e., without use of a conversion 

factor) follows the same procedure as used in the baseline 

phase. Sample size determination for auxiliary items meant to 

be used with conversion factors has its own procedure ' that is 

found in Section 6.4. The remainder of the monitoring phase 

parallels the baseline phase. 
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In Part II of this manual, Chapter 8 provides a detailed, 

step-by-step treatment of this design process, including 

several worksheets . The component of scheduling data 

collection activities is a rather involved procedure in itself, 

and has therefore been isolated to form a separate chapter, 

Chapter 9. Both of these chapters have worked examples that 

parallel the procedures throughout. 
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S.C.R.T.D. LIBRARY 
CHAPTER 5 

SAMPLING, ACCURACY, AND DATA VARIABILITY 

Most data are collected using some type of sampling 

strategy, since 100 percent coverage of all trips every day is 

generally too costly. Because only a fraction of all trips is 

observed, there is uncertainty about how well the sample data 

represents the total population. Thus, averages computed from 

a sample are necessarily only est irnates of the true averages. 

The accuracy of these estimates depends on two factors: the 

size of the sample, and the degree of variability in the data 

being measured. 

This c hapter discusses the concepts of sampling, accuracy, 

and data variability. Section 5.1 introduces the topic of 

accuracy, and recommends accuracy levels for different data 

i terns. Sect ion 5. 2 then discusses the causes of data 

variability, suggests ways to estimate data variability, and 

offers default values where no other way is feasible. 

5. 1 Accuracy 

Accuracy has two components: a range of uncertainty 

("tolerance") and a probability ("confidence") level. The 

tolerance indicates the range around the observed {measured) 

value within which the true value of the data item is likely to 

lie . For averages and totals, a relative tolerance is 

generally specified. For example, for Section 15, the data 

must be accurate enough that there is confidence that the true 

value of the data item is within +10% of the observed value. 

The confidence level indicates the probability that the true 

value is within the tolerance range around the observed value. 

For Section 15, a confidence level of 95% is specified. Thus, 

for Section 15 data, there is a 95 percent chance that the true 

average of the data item is within +10% of the observed average. 
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"More accurate", therefore, can mean a smaller tolerance at 

the same confidence level, or a larger confidence level with 

the same tolerance. Rather than adjusting both tolerance and 

confidence level to reflect different levels of accuracy, the 

approach of this manual is to fix the confidence level and vary 

'the tolerance in response to the need for different accuracy 

· levels. Therefore, this manual recommends that a 90% 

confidence - level be used at all times for both segment- and 

route-level data, and that a 95% confidence level be used for 

system-level data. 

Sometimes what is desired is not the average of a data 

item but the proportion of observations that lie in a certain 

category. For example, schedule adherence is defined in this 

manual to be the proportion of trips lying in the categories 

early, on time, and late. Another example is the proportion of 

passengers who are pass users. For category proportions, 

relative tolerance is not generally used; instead absolute 

tolerance (AT) is used. For example, if a proportion is 

estimated to be 0.7 and its tolerance is 0.1, then the range of 

uncertainty for the proportion is 0. 6 to 0.8. 

Another way of specifying tolerance for category 

proportions is through the absolute equivalent tolerance (AET), 

defined to be the absolute tolerance that would be achieved if 

the estimated proportion is O. 5 . The rationale behind this 

form of tolerance is that for many cases, the appropriate 

desired absolute tolerance (AT) depends on the value of the 

estimated proportion. Thus, while a +0.1 AT may be appropriate 

for an expected - proportion of 0.5, a smaller AT would be 

desired if the ptoportion were near O or 1. However, it turns 

out that the AT achieved by a given sample size is in fact 

smaller when the proportion is near O or 1 than when it is near 

0.5. These two effects balance one another, and suggest that, 

when convenient, a sample size should be chosen with the 

· assumption that the proportion will be O. S. 
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Absolute tolerance and absolute equivalent tolerance are 

related ( ,at the 90% confidence level) by the formulas 

da = 2 deJP(l-p) ( 5. 1) 

de 
0.5 da 

( 5. la) = 
Jp(l-p) 

where da = absolute tolerance 

de = absolute equivalent tolerance 

p = proportion lying in category 

5.1.1 Need for Accuracy and Recommended Tolerances 

Because of the costs of data collection, high accuracy 

should not be sought for its own sake. Rather, the ways each 

data item are to be used should be reviewed first to determine 

the impac ts of using more accurate or less accurate data before 

choosing an appropriate tolerance level . 

For example, the accuracy need for the peak load of a busy 

route in the peak period, peak direction will typically differ 

considerably from the accuracy need for peak load on a weekend 

on a route that is ope rating on a policy headway and never has 

standees. In the former case, any significant measured change 

in peak load could result in a change in headway on the route, 

while in the latter case a drastic change in peak load would be 

needed to prompt any service change. Thus, in the case of busy 

peak per i od route, accurate information is needed because it is 

quite likely that inaccurate counts will lead to a poor 

decision, while in the case of a low frequency route, high 

accuracy is not as necessary since it is unlikely that even a 

moderately inaccurate count will lead to an incorrect decision. 

Furthermore, data covering a period of many hours should be 

more accurate than data covering a short period or a single 

trip. This is because an error made in scheduling for a long 
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period is more costly than an error made in scheduling a short 

period. 

As a general rule, information that is likely to be used to 

determine a change in service should be collected at a high 

degree of accuracy; information that is unlikely to lead to any 

change is not needed with as great a degree of accuracy. The 

less accurate information can be used as a screening device; 

i.e., if- a large change is observed, but is suspect due to the 

low accuracy level, the large change triggers additional data 

collection until the accuracy of the data is sufficient for 

making a decision. 

Based on these considerations, the following priorities are 

suggested for the "typical" transit system: 

(1) Peak load and running time data are needed at a more 
accurate level than other route level data since they 
are the main inputs to the regular scheduling process. 

(2) More accuracy in peak load data is needed on long, 
high-frequency routes than in other cases. As shown 
in Table 5.1, tolerances ranging from +5 to +30 
percent are recommended depending on the - number - of 
buses operating on the route. (For guidance on 
determining the number of buses operating on a route, 
see the explanation following equation (6.14) in 
S ec ti on 6. 4 • 2 • ) 

(3) Route boardings are needed at only a 
of accuracy on all routes/all time 
general measure of usage. A tolerance 
is recommended. 

moderate level 
periods as a 
of +30 percent 

(4) Route segment level data, unless route redesign is 
anticipated, is not needed with as great accuracy as 
route level data. A tolerance of +30 percent or more 
is recommended. 

(5) Less accuracy is needed in short time periods (less 
than 3 hours) because errors affecting short periods 
are less serious than errors affecting long periods. 
Tolerance shown in Table 5.1 should be rnul tip lied by 
the factors shown in Table 5.2 for periods less than 
3 hours long. These factors range from 1. 05 for a 
2.5-hr period to 2.8 for periods shorter than 15 min. 
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Table 5.1 

Recommended Tolerances 

for time periods 
lasting 3+ hours(2) 

Boardings (by R/D/TP) (1) 
For all routes and time periods 

Peak Load, Peak Direction (by R/TP)* 
Routes operating with 1-3 buses 
Routes operating with 4-7 buses 
Routes operating with 8-15 buses 
Routes operating with 15+ buses 

Peak Load, Reverse Direction (by R/TP) 
For all routes and time periods 

Passenger-miles (by R/D/TP) 
For all routes and time periods 

Run time (by R/D/TP) 
Routes with run time ~ 20 min 
Routes with run time > 20 min 

+30% 
+20% 
+10% 
-+5% 

+30% 

+30% 

Fraction of trips early/on time/ late (by R/D/TP) 
For all routes and time periods +0.1 AET(4) 

Segment level boardings, alightings (by R/D/TP) 
(route segment or market segment) +30% or more(5) 

Note: 90% confidence level assumed. 

(1) R/D/TP denotes a combination of Route, Direction and Time 
Period; R/TP denotes a combination of Route and Time 
Period. 

(2) For shorter time periods or individual trips, multiply by 
adjustment factors given in Table 5.2. 

(3) Provided tolerance for systemwide boardings, given by 
equation (5.2), (5.2a), or (5.3) (as appropriate) will be 
below the 10% required by Section 15. If not, decrease 
tolerance to 20% on highest ridership routes/time periods. 

(4) Absolute equivalent tolerance, as defined in text. 

(5) In general, segment-level tolerance should exceed 
route-level tolerance. Also, small segments should have 
greater tolerances than large segments. 
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Table 5. 2 

Tolerance Adjustment Factors for Short Time Periods 

Duration of Time Period Adjustment Factor 

2.5 hrs = 150 min 1.05 

2.0 hrs = 120 min 1.1 

1.5 hrs = 90 min 1.2 

1.0 hrs = 60 min 1.35 

0 . 5 hrs = 30 min l. 75 

0.33 hrs = 20 min 2.1 

0.25 hrs = 15 min 2.4 

less than 15 min 2.8 
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(6) If data items are desired on an individual trip 
(rat her than time period) basis, multiply the 
tolerances found in Table 5.1 by the factor in Table 
5. 2 that corresponds to the headway (i.e ., set the 
duration of the t i me period equal to the headway). 
For example, with a 15-min headway, use a factor of 
2.4; for a 10-min headway , use a factor of 2.8. 

An example will illustrate the use of Tables 5.1 and 5.2 . 

A transit system wishes to measure peak load on a route in both 

directions for two time periods: 6a.m.-7a.m., and 7a.m.-9a.m. 

During the earlier period, 6 buses are used on the route; 

during th•~ later period, 10 buses are used. 

tolerances for peak load are tabulated below. 

The recommended 

Recommended Tolerance 
Before Adjustment 

(Table 4 . 1) 

peak load,. 
peak direction, 
6-7a.m. 

peak load,. 
reverse d i rection, 
6-7a.m. 

peak load 4, 

peak direction , 
7-9a . m. 

peak load ,, 
reverse direction, 
7-9a.m. 

20% 

30% 

10% 

30% 

Adjustment 
Factor 

(Table 4.2) 

1. 35 

1. 35 

1.1 

1.1 

Final 
Recommended 
Tolerance 

27% 

40.5% 

11% 

33% 

The a.bove recommendations are guidelines only and may be 

modified to reflect local conditions. For example, as 

explained later in Section 5.2.2, there may be a need in small 

transit systems to measure boardings more accurately on higher 

ridership routes in order to comply with the Section 15 

requirement of a ±10% tolerance in systemwide boardings. 

5.1 . 2 Relation Between Route-Level and Systemwide Accuracy 

All transit systems are required to report systemwide 

totals of unlinked passenger trips and passenger-miles under 
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Section 15 of the UMTA Act. The reported totals are to have a 

tolerance of ~10% at a 95% confidence level. 

For a system that collects route-level data, systemwide 
totals can be estimated by aggregating the totals of all 
routes, directions, and time periods (R/0/TP' s). (Note that 
R/0/TP totals are obtained by simply expanding R/D/TP averages, 
and that the expansion procedure does not affect the accuracy 
level.) The tolerance of the systemwide estimate can be 

calculated using the following formula: 

tsys 
d sys = 

trt 

where m = 

= 

= 

= 

= 

= 

f x~ d~ 
j=l J J 
m 
~ x . 
J=l J 

number of 
combinations 
systemwide 
means +3%) 

route/direction/time 
(R/0/TP's) in systemwide 

tolerance level (e.g., 

route level tolerance for R/D/TP j 
total value of data item for R/D/TP j 

( 5. 2) 

period 
total 

0.03 

t-value for systemwide confidence level 
t-value for route confidence level 

With a 95% confidence level at the systemwide level, tsys 
is approximately 2.0. With a 90% confidence level at the route 
level, the value of trt is approximately 1. 8. Then if all 
routes have data collected at the same tolerance level, 
equation (5.2) simplifies to 

2.0 drt ITT 1.11 drt J 1 2 
+ vbet 

J-1 
. 

dsys = = (5. 2a) m rm 1.8 ~ x. 
J=l J 
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where drt = 

vbet= 

xbet = 

sbet= 

R/D/TP-level tolerance 

= between-R/D/TP coefficient of 
variation of the R/D/TP totals 

(unweighted) average total among the 
m R/D/TP combinations 

between-R/D/TP standard deviation of the 
R/D/TP totals, given by 

= ✓.! ( E X ~ ) - x~et 
m j=l J 

The more the variation in the R/D/TP totals from R/D/TP to 

R/D/TP, the greater vbet will be. (If all R/D/TP's have 

identical totals vbet will be zero.) For a sample of routes 

from Ch ic:ago' s CTA and SCRTD of Los Angeles, vbet for total 

boardings was computed to be 0. 72 and 1 . 13, respectively, with 

the entire weekday constituting a single time period in each 

case. A reasonable range for vbet for boardings for single 

time period analyses has been found to be 0 . 3 to 1.4, with 

values i n the upper range occurring when a substantial fraction 

of the routes have unusually high total boardings. If there 

are multiple time periods, vbet will generally be greater, in 

the range 0 . 6 to 1.6. For quantities similar to total 

boardings such as total revenue or total passenger-miles, a 

similar range in between route coefficient of variation is 

expected. With this range, the systemwide tolerance achieved 

by aggregrating route level data should lie in the range 

dsys = 
1.16 drt 

{rn 

dsys = 
1.29 art 

/m 

to 
1. 91 drt 

{m 

to 
2.09 drt 

Im 

if 1 time period 
per day is used 

if multiple time 
periods are used 

( 5. 3) 

where m is the number of route/direction/time period 

combinati ons (assuming that route-level data is collected by 

direction to achieve a tolerance drt at a 90% confidence 

level, and that the 95% confidence level is used for the 

systemwide total). 
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Formula ( 5. 3) suggests that even with a small number of 

routes, a small systemwide tolerance is achievable. As shown 

in Table 5. 3, collecting data at a route-level tolerance of 

+30% will, except for the smallest systems (five routes and 

smaller), yield a systemwide tolerance of :t,10%. However, if 

for a particular transit system the number of routes and time 

periods is such that the desired tolerance for systemwide 

boardings is not achieved by aggregating R/D/TP totals, one of 

two adjustments can be made. First, route-level tolerance can 

be reduced on all routes, using equation (5. 2a) to determine 

what the route-level tolerance drt should be. Second, the 

tolerance can be reduced on high ridership routes only, and 

then equation (5.2) can be used to determine systemwide 

tolerance. With this second approach, route tolerances should 

be set so that each route has approximately the same absolute 

(as opposed to relative) tolerance (e.g., :t,10% on a route with 

500 boardings and a +1% tolerance on a route with 5,000 

boardings both yield an absolute tolerance of :!:_50 boardings). 

This latter procedure, while a little more complex 

computationally, requires less data collection than reducing 

route-level tolerance across the board. 

5.2 Data Variability 

Variability in data, which is the reason that estimates 

obtained by sampling are inevitably inaccurate, arises from two 

factors, discussed in the following sections: inherent 

variability in the data, and measurement error. Statistical 

methods for dealing with variability are discussed in the 

remaining sections of this chapter. 

5.2.1 Inherent Data Variability 

Most quantities of interest to the transit operator, 

including boardings, load, revenue, running time, and schedule 

deviation, vary from trip to trip, from day to day, from week 
to week, and so forth. This inherent variability arises from 
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TABLE 5.3 

SYSTEMWIDE TOLERANCES ACHIEVED 
USING ROUTE-LEVEL DATA* 

a. One time per iod per d ay (two directions per route assumed) 

NUMBER 
OF 
ROUTES 

~ 
~ 

5 
10 
25 
50 
75 

100 
125 

ROUTE/** 
DIRECTION/ 
TIME PERIODS 

4 
1<) 
20 
50 

100 
150 
200 
250 

+/- 10% 

0.058 to 
0.037 to 
0 .026 to 
0.016 to 
0.012 to 
0.009 to 
0.008 to 
0.007 to 

ROUTE-LEVEL TOLERANCE 

+/- 20% +/- 30% 

0 . 0 96 o. 116 to o. 191 0. 174 to 
0.060 0.073 to o. 121 o. 110 to 
0.043 0.052 to 0 .085 0.078 to 
0.02 7 0.033 to 0.054 0.049 to 
0.019 0 . 023 to 0 . 038 0.035 to 
0.016 0 . 0 19 to 0.031 0.028 to 
0 . 014 0.016 t o 0 . 027 0.025 to 
0.012 0.015 to 0.024 0.022 to 

b. Multi ple time periods <two directions per route assumed) 

NUMBER 
OF 
ROUTES 

2 
5 

10 
25 
50 
75 

100 
1~e ~J 

ROUTE/** 
DIRECTION/ 
TIME PERIODS 

12 
30 
60 

150 
300 
450 
600 
750 

+/- 10% 

0.037 to 
0.024 to 
0.017 to 
0.011 to 
0.007 to 
0.006 to 
0.005 to 
0 . 005 to 

ROUTE-LEVEL TOLERANCE 

+/ - 20% +/- 30% 

0 .060 0 . 074 to 0 .1 2 1 0 . 112 to 
0.038 0.047 to 0 . 076 0.071 to 
0 . 027 0 . 033 to 0.054 0.050 t o 
0 . 017 0 .021 to 0.034 0.032 to 
0 . 012 0 . 015 to 0 . 024 0.022 to 
0 . 010 0.012 to 0.020 0.018 to 
0 .009 0 .011 to 0 . 017 0.016 to 
0 . 008 0.009 to 0 . 015 0.014 to 

0 . 287 
o. 181 
o. 128 
0 . 081 
0.057 
0.047 
0 .041 
0 . 036 

0.181 
0.114 
0 . 0 81 
0.051 
0 . 036 
0.030 
0 . 026 
0.023 

* Route c onfidence level assumed to be 90% and system confidence 
level assumed to be 95%; route-level boardings measur ed b y 
direction for a single day- long time period; between-route 
coeffi c ient of variation of total boardings assumed to range 
from 0 .3 to 1.4. 

** Three (3) Time Periods and Two <2> Directions assumed for each 
route. 
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the variability in such factors as people's travel needs, 

traffic conditions, weather, and driver and vehicle performance. 

Some of the fluctuations in data items are systematic, in 

the sense that they can be expected. For example, on rainy 

days ridership tends to be lower and running times longer in 

some systems. Another example is that during peak periods, 

trips in the middle of the period tend to be more heavily 

patronized than trips at the fringes. Because of these trends, 

it is important that the chosen sample of trips for a 

particular R/D/TP be a random or representative sample (see 

Chapter 7). 

5.2.2 Measurement Error 

In addition to inherent data variability, there is a 

measurement error associated with virtually all methods of data 

collection. For counts taken manually, a variety of factors 

contribute to the existence and magnitude of measurement 

error. These factors include the training and experience of 

the checkers, the number of data items each checker must 

monitor, the magnitude of the items being counted, and the type 

of equipment used to register the counts. Point checks are 

subject to greater error when there are many standees and 

tinted windows. Ride checks are more difficult if boardings 

and alightings occur simultaneously and in large numbers, or if 

fare categories must be counted separately, especially on 

crowded vehicles. Vehicle operators may have similar problems 

collecting data on fare categories when there are crush loads 

or heavy traffic. 

Automated passenger counters (APC' s) are also 

measurement error. Experience to 

boarding counts tend to be more 

date indicates 

accurate than 

subject to 

that APC 

alighting 

counts. In addition, APC' s tend to undercount. Overcounting 

can occur, however, if, for example, large packages get in the 

way or if people stand in the stairwells. Counters at the 
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front door have been found to be more accurate than those at 

the rear door of the bus. 

In addition to these systematic errors with APC's, 

equipment reliability problems can include: sensor 

malfunctions, electrical disconnections, inaccurate odometer 

readings, and environmental factors. Sensor malfunctions can 

occur if treadle mats settle over the sensors or if lightheads 

shift out: of alignment. Electrical disconnections can affect 

either the counts themselves or storage of the counts in the 

microprocessor. Inaccurate odometer readings can throw off the 

location of bus stops. Finally, environmental factors such as 

water penetration, cold or heat can also throw off the sensors. 

In the case of manual counts, measurements errors are 

generally random with little directional bias, i.e., no 

consistent under- or over-counting. Consequently, it can be 

assumed that these errors will balance out over time, and 

become even less important as the level of aggregation of the 

data increases. 

If, however, there is reason to believe that a directional 

bias is occurring, and that it cannot be eliminated by 

additional training ( in the case of manual counts) or 

mechanical adjustment ( in the case of automatic counts), this 

bias should be corrected by factoring the counts up or down as 

appropr ic1te. For example, some systems routinely factor up 

their APC counts to correct for systematic under-counting. To 

determine the proper correction factor, counts are 

simultaneously taken using : 1) the method that is suspected of 

bias and 2) a better trusted method. The ratio of the sum of 

the trus t ed counts to the sum of the suspect counts becomes the 

correction factor. 

Other than correcting for directional bias, the existence 

of measurement error requires no special t -:eatment. In the 

course of data collection, variability caused by measurement 

error is indistinguishable from inherent variability, and 
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together these two sources produce the observed variability in 

data around which the data collection program is designed. 

5.2.3 Estimating Data Variability 

Transit systems typically have information available on the 

variability of different data items. Three related measures of 
variability commonly used in 

necessary for the design of a 

program, are: 

statistical analysis, and 

systematic data collection 

2 1 n 
X~) n -2 Variance sx = n-1 (2 n-1 X ( 5. 4) 

i.=l 1 

Standard 
deviation sx = j s~ ( 5. 5) 

Coefficient sx 
( 5. 6) vx = of variation 

X 

where n = number of observations in sample 

X1, X2, ••• , Xn = individual observations 

X = average for the sample 

Collecting data expressly for the purpose of estimating 

these variability measures can be expensive. For this reason, 

guidance is offered in Section 5. 2. 4 on how to estimate these 

measures using existing data. In the absence of such data, 
values derived from the experience of other systems may be 
used. To this end, default values for key items have been 
prepared for different classes of routes. This route 
classification scheme and the corresponding default values are 
presented in Section 5.2.5. 

5.2 .4 Estimating Variability From Existing Data 

If recent counts are available, they can be used to 

estimate the variability measures using equations (5.4) - (5.6) 

above . It is important that the data points used be "raw" 

data, not an average of a number of data points. Adequate 
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variability estimates can be obtained with a sample of 12 data 

points, although larger samples, of course, provide better 

estimates . It is also preferable that the data points be for 

different trips on a few different days rather than all on the 

same day. 

If the most recent set of counts is not large enough, it 

can be supplemented by one or more older sets of counts (or, 

for that matter, a ne w set) such that the total number o f 

counts is at least 12. Then the formula for estimating the 

variance from the two datasets is 

= 

where = 

= 

+ 
(5. 4a) 

variance of X from the first dataset, from 
the second dataset 

size of first dataset, second dataset 

(To incorporate additional datasets, add corresponding terms 

for each dataset to both numerator and denominator of (5.4a) .) 

When using (5.4a) to estimate the variance, standard 

deviation is still computed using (5. 5) . When using (5. 6) to 

compute the coefficient of variation, the most recently 

available value of X should be used. 

5.2.5 Default Values 

Using data from four large systems*, coefficients of 

variation for three key data items for different routes and 

time periods were compared to see whether there were systematic 

differences in coefficient of variation between the time 

periods and between classes of routes (e.g., long vs. short 

* San F'rancisco (MUNI), Chicago (CTA and RTA) and Pittsburgh 
(PAT) • 
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routes, etc.). The three data items, which are all measured at 

the route and trip level, are peak load, boardings, and running 

time. Where significant differences were found between time 

periods/route classes, a default value for each time 

period/route class was computed. These default values we re 

conservatively estimated to be slightly higher than the average 

C .o. V. for their particular classification. The def a ult 

values, with t he cor respo nding c lassif ication scheme, are 

summarized in Table 5.4. 

For load at points other than the peak point, the same set 

of default c.o.v.•s as used for peak load can be used, provided 

the average load at that point is at least 12 passengers or 33% 

of the average peak load, whichever is smaller. For example, 

if average load on a route in an off-peak period is 50 

passengers at one peak ( the peak point) and 15 passengers at 

another, the default C.O.V.'s for load are 0.45 at the peak 

point and O. 60 at the other point. The default running time 

C.O . V.'s can be used for entire routes as well as route 

segments that are at least 10 min long. 

For segment-level boardings, the segment-level c .o.v. will 

generally be greater than the route-level c.o.v. How much 

greater it is depends on the size of the segment. A formula 

for estimating a default c.o.v. for segment-level board i ngs is 

vs = j viT + 1 - f ( 5. 7) 

where vs = c.o.v. of segment-level boardings 

VRT = c.o.v. of route-level boardings 

f = ratio of segment-level to route-level boardings 

XRT = average route-level boardings 

To be conservative, it is important that the estimate off used 

in this equation be at the lower end of its expected range. 
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Table s. 4 

DEFAULT VALUES FOR COEFFICIENT OF VARIATION OF KEY DATA ITEMS 

Route Default 
Data Item Time Period Classification Value 

Load Peak Load < 35 pass. /trip • so 
Peak ➔ 35 pass./trip .35 
Off-Peak < 35 pass. / trip • 60 
Off-Peak 35-55 pass./trip .45 
Off-Peak ) 55 pass. / trip . 35 
Evening All .75 
Owl* All 1.00 
Sat., 7a. 111. -6p. m. All .60 
Sat., 6p. m.-la.m. All • 75 
Sun., 7a. m. -la. m. All . 75 

Boardings, Peak Peak Load C: 35 pass./trip . 42 
PassengEir- Peak ~ 35 pass. / trip .35 

miles Off-Peak < 35 pass./trip . 45 
Off-Peak 35-55 pass./trip .40 
Off-Peak > 55 pass. / trip • 35 
Evening All • 73 
Owl* All • 80 
Sat., 7a. m. -6p. m. All .45 
Sat., 6p. m.-la.m. All .73 
Sun., 7a. m. -la. m. All • 73 

Running All short ( ~ 20 min.) . 16 
Time All long ( ) 20 min.) .10 

*Owl def ault values are the same for weekdays and weekends. 
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For example, on a route in the peak period with an average 

peak load of 40 and an estimated average boardings per trip of 

100, the default c.o.v. (from Table 5.4) is 0.35. It is 

estimated that a certain segment has 20 to 25 boardings per 

trip, so that the estimated range for f is between 0.2 and 0.25. 

Known data 

= 

= 

0.35 

100 

f = 20/100 = 0.2 (estimate at lower end of range) 

From equation (5. 7), 
VS = ✓,..(-._3_5_)_2_+--1---.-2-

• 2 (100) 
= 0.40 

For category proportions, such as proportion of trips 

early/on time/late, a coefficient of variation estimate is not 

needed because the c.o.v. of a category proportion can be 

determined directly from the magnitude of the proportion. 

Therefore, sample size and accuracy formulas for category 

proportions (in Section 6. 3) do not explicitly use C.O.V.'s. 

5.2.6 Route Classification for System-Specific Default Values 

In between the approaches of estimating variability 

directly for each route, direction and time period combination 

and using the default values given in Table 5.4 is the approach 

of developing a system-specific set of default values based on 

data from a large cross-section of routes . While few systems 

may have such data available now, such an approach may become 

possible as more data is collected. 

In developing system-specific default values, a route 

classification scheme such as the one used in Table 5. 4 must be 

employed. The dimensions along which routes can be classified 

include: time of day, direction, demand level, route length, 

and route type. By computing C. O. V. 's for a large number of 

routes, different categorizations along the above dimensions 
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can be examined in search of a categorization scheme in which 
the within-group variability is small. 

Whatever the classification scheme chosen, the default 
value of c.o.v. for a particular category should · be 

conservatively chosen to be above the average c.o.v. for routes 

in that category. This is to correct for the fact that using 
average C .o. V. 's will systematically underestimate sample size 

(because the sample size formulas depend on the square of the 
C .o. V.). In most cases, using the 70-percentile C .O. v_. for the 

category as a default value will be adequate. (This is the 

value for which 30% of the routes in the category have greater 
c.o.v.'s, and 70% have smaller c.o.v.'s.) Another (nearly 

equivalent) approach is to set the default ·c.o.v. equal to the 
average c.o.v. for the category plus half a standard deviation. 
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CHAPTER 6 

SAMPLE SIZE DETERMINATION 

The concepts of sampling, accuracy, and variability are 
combined in this chapter in the form of tables and formulas to 
show the relationship between sample size and accuracy level. 
All of the formulas and tables assume a confidence interval of 
9 01, except where noted. For ease in reference, all of the 
tables presented in this chapter are also collected in Appendix 
A. 

This chapter is divided into five sections, each dealing 
with either a different type of quantity being estimated, or a 

different approach to estimating a quantity. Sections 6.1 and 
6. 2 deal with the direct estimation of averages. Section 6. 3 

deals with the estimation of category proportions. Section 6.4 
deals with indirect estimation of averages using conversion 
factors, as discussed in Chapter 4. Section 6.5 deals with the 
product c:>f two estimated quantities, one an average and the 

other a proportion, as when average boardings is multiplied by 

the proportion of pass users to estimate average number of pass 

users. The remainder of this introduction to' the chapter 
clarifies the distinction among these five approaches. 

In Section 6. 1, an approach is presented for determining 
sample size for an average measured directly. This approach 
can be a1pplied to averages of all items that can be observed 
directly at the route level such as boardings, load, and run 
time. This approach is also appropriate for data items at time 
segment-level such as running time. It can also be appropriate 
for other segment-level items, subject to two conditions: 1), 

the item can be observed directly (i.e. without a survey)1 and 
2), the segment-level coefficient of variation for the item can 
be estimated. 

Two 
boardings 

the 
in 

quantities commonly desired at 
and alightings, are considered 
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•segment•, in this context, can mean a physical route segment. 

It can also mean a market segment within the route, such as the 

number of riders on a route that use a pass, provided that a 
person's belonging to the market segment of interest can be 

observed without a passenger survey. While segment-level 
boardings and alightings can be estimated directly, determining 

their sample size using the approach of Section 6.1 can be 

difficult because that approach requires a segment-level 
estimate of the coefficient of variation (C.O.V.). 

Segment-level C .o. V. 's are difficult to estimate because the 
data are usually lacking, and it is difficult to give default 

values because segments can differ so much in size. The 

approach of Section 6.2 has the advantage that it depends 

instead on estimates of the route-level c.o.v. and of the 
fraction of the route-level boardings (alightings) that belong 
to the segment. 

Sample sizes for estimating category proportions are 

covered in Section 6.3. Category proportions are the estimates 

of the fractions of a whole such as the proportion of riders on 

a route that own a car, or the proportion of trips that are on 
time. 

Sample size determination for both estimating conversion 

factors in the baseline phase and for using conversion factors 
in the monitoring phase are covered in Section 6.4. Conversion 
factors are the ratio between two averages, such as average 
boardings on a route divided by average load, that can be used 

to estimate the average of one of the items from a measured 
average of the other. 

There are situations in which the quantity ultimately 

desired is the average number of passengers on a route that 
belong to a particular category. This type of quantity can 

either be estimated directly as an average using Section 6. 2 
( if the market segment is readily observable), or indirectly 
using both an average and a proportion. This latter approach 
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is covered in Section 6.5. For example, to estimate the average 

number of boardings in fare category Y, the direct approach is 

to sample a number of trips, count the number of boardings in 

that fare category on each trip, compute the average number of 

passengers in the category per trip and then multiply by the 

number of trips to estimate the total number of passengers in 

the categ ory. The indirect approach is to sample individual 

passengers, determine either by inquiry or by observation 

whether they belong to fare category Y, and then to estimate 

the proportion of boardings that are in fare category Y . (a 

proportion). This proportion is then multiplied by the average 
number of boardings on the route (another estimate) to estimate 

the total number of passengers in the category. The approach 

of Section 6. 2 is recommended over the approach of Section 6. 5, 

since in the second approach the quantity desired is a product 

of two estimated quantities, making its accuracy harder ·to 

control. However, if the i tern of interest cannot be observed 

without a. survey, then the second approach must be taken. 

6.1 Averages 

If a data item is measured directly on a sample of trips 

and the mean (average) of that sample is used as an estimate of 

the true mean for that data item, the sample size necessary to 

attain a desired accuracy level is: 

where 

n = 3.24 v 2 

d2 
(round up to next whole number) 

n = sample size (number of trips) 

d = tolerance (e.g., d = .03 means+ 3% tolerance) 

v = coefficient of variation 

90% confidence level assumed 

( 6. 1) 

A reference table for this relationship is provided in Appendix 

A and is shown in Table 6.1. In the table, the values of n are 

listed for particular values of v and d for an assumed 

confidenc e level of 90%. 
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Table 6.1 

Required Sample Size for Estimating Averages 

V d C tolerance 

----------------------------------------------------------oos 0. 1 0 0. 1 S 0 . 20 0.25 0.30 0 . 3 5 0.40 0.45 0 . 5 0 

0 1 0 1 3 4 2 1 1 1 1 1 1 1 
0 20 52 1 3 6 4 3 2 2 1 1 1 
0 . 30 11 7 30 1 3 B 5 4 3 2 2 2 
0 40 208 52 24 1 3 9 6 5 4 3 3 
o.so 324 82 36 2 1 1 3 1 0 7 6 5 4 
0 . 60 467 11? 52 30 1 9 1 3 1 0 B 6 s 
0 . 70 636 159 7 1 40 2.6 1 B 1 3 1 0 B 7 
0 .BO 830 208 93 52 3 4 24 1 7 1 3 1 1 9 
0 . 90 1050 263 11 7 66 42 30 22 1 ? 1 3 1 1 
1 00 1296 325 144 82 52 37 27 2 1 1 7 1 3 
1 25 2025 507 225 127 8 2 57 42 32 25 2 1 
1 50 2 9 1 ? ?30 324 1 B 3 11 7 82 60 46 37 30 

Note• . assumina 901¥1 confidence level 
V • coeff1cient of variation 
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The use of the reference table may require interpolation. 

For example, suppose average boardings per trip is desired for 

a partic:ular route/direction/time period combination (R/D/TP) 

with a +30% tolerance at the 90% confidence level. The 

coefficient of variation of boardings for this R/D/TP is 

estimated to be 0.35 . Interpolating on Table 6.1 between 

v=.30 (4 trips) and v= . 40 (6 trips), 5 trips are calculated to 

be needed. This answer is the same as applying equation (6.1) 

directly, where n = (3.24) (.35)
2
/(.3)

2 
= 4.41, which rounds 

up to 5. 

After data has been collected, it is possible to estimate 

the tolerance achieved by the sample. The coefficient of 

variation (v) is an important input to determining the 

tolerance achieved. If the size of the sample collected for a 

particular data item is at least 12, its coefficient of 

variation can be estimated from the baseline sample (equations 

5.4 5.6). Otherwise, a default coefficient of variation 

should be used, as it was in determining sample size. 

If a default coefficient of variation is used to estimate 

the tolerance achieved by a sample, the tolerance achieved is 

given by 

where 

d = 1.8v 

./n 
(6. 2a) 

n = size of the sample 

v = default coefficient of variation 

d = tolerance achieved (e.g. d=0 . 2 means a tolerance 

of .:!:_20%) (at 90% confidence level) 

A reference table for this relationship is provided in Appendix 

A and is shown in Table 6. 2a. In the table, the values of d 

are listed for particular values of n and v for an assumed 

confidence level of 90%. 

If the sample size is at least 12 and a fresh coefficient 

of variation is computed from the sample, then the tolerance 
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Table 6.2 

Tolerance Achieved for Estimates of Averages 

•• Using a de f ault coefficient of variation 

V n '"' sample silt 

-------------- -------------- ------------------------------
1 3 6 1 0 20 40 60 80 100 20 0 

0 1 0 0 1 8 0 1 0 0 . 0? 0 . 06 0 . 04 0 03 0 . 02 0 . 0 2 0 02 0 0 l 
0 . 20 0 . 3 6 0 . 21 0 . 1 5 0 1 1 0 . 08 0 . 0 6 0 . 05 0 04 0 . 04 0 03 
0 . 30 0 . 54 0 . 31 0 . 22 0 1 7 0 . 1 2 0 . 09 0 07 0 . 06 0 05 0 . 0 4 
040 0 72 0 42 0 . 29 0 . 23 0 . 1 6 0 . 1 1 0 . 09 0 . 08 0 . 07 0 0~ 
0 50 0 90 0 52 0 3 ? 0 28 0 20 0 . 1 4 0 1 2 0 . 10 0 09 0 06 
0 60 1 . 08 0 . 6 2 0 44 0 34 0 . 2 4 0 . 1 7 0 . 1 4 0 . 12 0 1 1 0 . 08 
0 . 70 1 . 26 0 . 7 3 0 . 5 1 0 . 4 0 0 . 28 0 . 20 0 . 1 6 0 . 14 0 1 3 0 09 
0 . 80 1 . 44 0 8 3 0 59 0 46 0 . 32 0 . 23 0 . 1 9 0 . 1 6 0 '4 0 1 0 
0 . 9 0 1 62 0 . 9 4 0 66 0 . 51 0 36 0 .26 0 . 2 1 0 1 p 0 1 6 0 1 l 
1 . 0 0 1 80 1 . 04 0 . ? 3 0 57 0 " 0 0 28 (' . 23 0 . 20 0 1 8 0 1 3 
1 . 25 2 . 2 5 1 . 30 0 . 9 2 0 . 7 1 0 . 50 Cl . 3 6 0 29 0 25 0 23 0 1 6 

1 . ~o 2 70 1 56 1 1 0 0 85 . . 60 0 . 4 3 0 . 35 0 . 30 0 27 0 1 9 ., 

b Using a coefficient of vi.rii.tion estim&te COJDputed fr om the si.n.ple 

V n s saJDple Sile 

- ·-- -- ---------------------- ---------------- ------------- -
6 8 1 0 1 2 20 40 60 BO 1 0 0 200 

0 . 1 0 0 . 0 8 0 . 07 0 . 06 0 05 0 04 0 03 0 . 0 2 0 . 02 0 . 02 0 (I 1 
0 . 20 0 . 16 0 1 3 0 . 1 1 0 1 0 0 08 0 . 05 0 . 04 0 . 04 0 03 0 02 
0 30 0 . 23 0 . 20 0 . 17 0 . 15 0 . 12 0 08 0 . 07 0 06 0 05 0 04 
0 . 40 0 . 3 1 0 27 0 . 23 0 . 2 1 0 . 16 0 . 1 1 0 09 0 . 08 0 O? 0 OS 
0. 50 0 . 3 9 0 . 3 4 0 . 2 8 0 . 26 0 . 1 9 0. 1 3 0 . 1 1 0 . 09 0 08 0 06 
0 . 60 0 . 47 0 . 40 0 . 34 0 . 31 0 23 0.16 0 . 1 3 0 . 1 1 0 . 10 0 07 
0 . 70 0 . 54 0 . 4 7 0 . 40 0 36 0 . 2? 0 . 1 9 0 . 1 5 0 1 3 0 1 2 0 08 
0 . 80 0 . 62 0 . 54 0 . 46 0 . 4 1 0 . 31 0 . 22 0 . 17 0 1 5 0 . 1 3 0 09 
0 . 9 0 0 . ? 0 0 . 6 0 0 . 51 0 . 46 0 . 35 0 . 24 0 . 20 0 . 1 7 0 1 5 0 1 1 
1 . 00 0 . 7 8 0 . 61 0 . 5? 0 . 5 1 0 .39 0 . 27 0 . 22 0 1 9 0 1 7 0 . 1 2 
1 25 0 97 0 . 8 4 0 . ?1 0 . 64 0 . 49 0 . 34 0 . 2 7 0 23 0 2 1 0 1 5 
1 . 5 0 1 . 1 6 1 . 0 1 0 . 8 5 0 . 1? 0 . 58 0 40 0 . 3 3 0 . 2 8 0 25 0 1 B 

Notes : ass uming 90~ confidence level 
V s c o efficient of variation 
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achieved is 

d = tv 

{n 
(6 . 2b) 

where n = size of the sample (n should be at least 12) 

V = 

t = 

d = 

coefficient of variation computed from sample 
t-value corresponding ton (from Table 6.3) 

tolerance achieved (e.g . d=0.2 means a tolerance 

of ±_20%) (at 90% confidence level) 

A reference 

Appendix A and 

table for this relationship 

is shown in Table 6. 2b . In 

is provided in 

the table, the 

values of dare listed for particular values of n and v for an 

assumed confidence level of 90%. 

The use of the reference tables in Table 6. 2 may require 

interpolation. Suppose, for the example cited above, boardings 

were measured on 25 trips. If the default C.O.V. estimate of 

0. 35 is still used to estimate achieved tolerance, then from 

Table 6 . 2a, interpolating for values of v and of n, the 

tolerance achieved lies between d=0.09 and d=0.16, and looks to 

be around ±_13%. Alternatively, if equation {6.2a) is used, d = 

{1.8) {.35)/,./25 = .126, for a tolerance of +12.6%. {Answers may 

differ slightly between the equations and the tables due to 

approximations and rounding off. In general, the tables are 

more accurate when there is no interpolation, and the formulas 

are more accurate otherwise.) 

Suppose, for the same example, that a new c.o.v. is 

estimated from the baseline sample { since the baseline sample 

size was greater than 12), and that this new c.o.v. estimate is 

v=O. 35. Although this value is the same as the default value 

just used, the tolerance achieved will be narrower because the 

C. O. v. estimate used in this case is more reliable than the 

c.o.v. used in the previous case (a default value). From Table 

6 . 2b, d lies between • 09 and .14, with the tolerance lying 

around ±_12.5% . Alternatively, equation (6.2b) can be used. 

With a t-value of 1.7 for n=25 {from Table 6.3), . d • 

(1. 7) (.35)/{is = 0.119, for a tolerance of +11.9%. 
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Table 6 . 3 

Approximate t-Values 

A. For Route- and Segment-Level Data (90% Confidence Level) 

Number of Observations 

2 
3 
4 
5 
6 
7-9 
10-19 
20-99 
100 

t-Value 

6 . 3 
2.9 
2.35 
2.1 
2.0 
l. 9 
1.8 
1.7 
1.66 

B. For Systernwide Data (95% Confidence Level) 

Number of Observations 
Systemwide 

10-14 
15-29 
30+ 
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6.2 Segment-Level Boardings and Alightings 

For segment-level boardings and alightings, the same 

procedure as for route-level boardings and alightings is used, 
except that the segment-level c.o. V. is used instead of the 
route level c.o.v. The segment-level c.o.v., vs, is 
calculated using equation (5. 7). The sample size required to 
estimate segment-level boardings and alightings is given by: 

where 

2 

n = (round up to next whole number) ( 6. 3) 
3. 2 4 vs 

a2 

n 

s 
= sample size ( number of trips) 

level) 

( 9 0% confidence 

d
5 

= the segment-level tolerance (e.g., d = .03 means 

.:!:. 3% tolerance) 
= coefficient of variation 

boardings (alightings) 
90% confidence level assumed 

of segment- level 

Sample size can also be determined using a combination of 

Tables 6.1 and 6.4 and the formula: 

where: 

(6.4) 

sample size from Table 6.1 corresponding to 
the route-level coefficient of variation VRT 
and and the segment-level desired tolerance 
ds 

nb = additional sample size from Table 6.4 

For example, suppose that, for the same route described in 

Section 6.1, average boardings within a certain segment is 
desired with a +30% tolerance (90% confidence level assumed). 

The averc1ge boardings on the route is estimated to be 60, and 
the fraction of these boardings originating on the segment is 

estimated to be 0.1. As in Section 6.1, the estimated 
coefficient of variation of route-level boardings is estimated 
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to be 0.35. For clarity, these figures are summarized as 

follows: 

ds = 0.3 x = 60 
RT 

VRT= 0.35 f = 0.1 

Reading na from Table 6.1 with v = 0.35 and d = 0.3, it 

is found (as in Section 6.1) that na=5. Reading nb from 

Table 6. 4b (since tolerance = +30%) with f=0 . 1 and XRT=60, it 

is found that nb=6. Thus, the sample size is na + nb = 5 

+ 6 • 11. 

Alternatively, equation (5.7) is used to compute 

= = • 52 

Then equation (6.3) is used to compute 

n = 
2 3.24 (.52) 

0.32 = 9.7 

which rounds up to 10. The difference between the answers (one 

trip) is due to approximations and rounding off built into the 

tables. 

After the data are collected, 

of · variation can be estimated 

provided the sample contains at 

tolerance ~chieved is 

the segment-level coefficient 

directly from the sample, 

least 6 observations. The 

where 

d = 5 
( 6. 5) 

n = size of the sample of segment-level observations 
n should be at least 6 

d • s 

coefficient of variation of segment-level 
boardings (alightings) 

t-value corresponding to the segment-level 
sample size (from Table 6.3) 

tolerance achieved (at 90% confidence level) 
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a 

b . 

Table 6.4 

Additional Required Sample Size for Segment-Level 

Boardings and Alightings 

Toler&nce : i 20.,. 

f X -· ,tr average o f route-level item 

---------- ---------------- --------------
20 40 60 80 100 150 200 

0 . 0 1 401 201 1 3 4 1 0 1 8 1 5 4 4 1 
0 05 77 39 26 20 1 6 1 1 8 
0 . 1 0 37 1 9 1 3 1 0 8 5 4 
0 20 1 7 9 6 s 4 3 2 
0 30 10 5 4 3 2 2 1 
0 40 7 4 3 2 2 1 1 

0 . 50 5 3 2 2 1 1 1 
0 . 60 3 2 1 1 1 

0 70 2 1 1 1 1 1 

0 80 2 1 1 1 

T o ler&nce = !. 3011/t 

f ~"' average of route-level 1tem 

---------------------------------------
20 40 60 80 1 0 0 1 5 0 200 

001 179 90 60 45 36 24 1 8 
C, 05 35 1 8 1 2 9 7 s 4 

0 . 1 0 1 7 9 6 s 4 3 2 
0 . 2 0 8 4 3 2 2 1 1 

0 . 30 5 3 2 2 1 1 
0 . 40 3 2 1 1 1 1 1 

0.50 2 1 1 1 1 1 1 
0.60 2 1 1 1 1 1 
0 . 70 1 1 1 1 1 1 1 
0 . 80 1 1 1 1 1 1 1 

Notes : as sumi nc;, 'o" confidence level 
f C estimated fraction of routtt- l e v el i t 

belonoin9 t 0 segment 
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Table 6.4 continued 

C Tolerance & :l 40'fe 

f x,.-r &veraoe of route-level it em 

----------------------------------------
20 40 60 80 100 150 200 

0 . 0 1 1 0 1 5 1 34 26 2 1 1 4 1 1 
0 .05 20 10 7 5 4 3 2 
0. 1 0 1 0 5 4 3 2 2 1 
0 . 20 5 3 2 2 1 1 1 
0 . 30 3 2 1 1 1 1 1 
0.40 2 1 1 1 1 1 1 
0 . 50 2 1 1 1 1 1 1 
0 . 6 0 1 1 1 1 1 1 1 
0 . 70 1 1 1 1 1 1 1 
0. 8 0 1 1 1 1 1 1 1 

d Tolerance C ~ 5014 

f xtt-, average of route-level item 

----------------------------------------
20 40 60 80 100 150 200 

0 . 01 65 33 22 1 7 1 3 9 7 
0.05 1 3 7 5 4 3 2 2 
0. 1 0 6 3 2 2 2 1 1 
0.20 3 2 1 1 1 
0.30 2 1 1 1 1 1 
0.40 1 1 1 1 1 1 1 
0.50 1 1 1 1 1 1 1 
0.60 1 1 1 1 1 1 
0.70 1 1 1 1 1 1 1 
0.80 1 1 1 1 1 1 1 

Notes : assuming ,o .. confidence level 
f • esti•ated fraction of route-level i t 

belonc;iino to seqment 
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This is the same formula as equation (6.2b). Therefore, Table 

6 . 2b can a lso be used to give din terms of v5 and n. 

Suppose that, for the example above, 25 trips are 

monitored . The segment-level c.o.v. is calculated from the 

data (using equations (5.4) - (5.6)) to be 0.45. From Table 

6. 3, the t-value for · n=25 is 1. 7. . Summarizing these figures, 

n = 25 

Using Table 6 . 2b, it is necessary to interpolate twice: first 

for v = 0.45 (between v = 0.4 and v = 0.5), and then for n = 25 

( between n = 20 and n = 40) • Interpolating for v = 0. 4 5, 

tolerance is estimated to be 0.175 for n = 20, and 0.12 for n = 
40. Then interpolating between these values, the tolerance for 

n = 25 i s one quarter of the way from the first value to the 

second, or 0. 175 - (.055)/4 = 0.161, or ~16.1%. Alternatively, 

equation (6.5) is used, yielding d = (1.7)(.45)/[25 = 0.15, 

for a tolerance of +15%. The difference in answers between the 

table and the equation is due to roundoff errors and 

approximations . 

6.3 Category Proportions 

Often the purpose of a sample is to determine the 

proportion of observations lying in various categories. For 

example, trip arrival times are often sampled to determine the 

proportion that are early, on time, and late. Another example 

is that passenger surveys are used to determine the proportion 

of respondents belonging to categories such as age under 16, 

passholder, and making a transfer. 

Tolerances for proportions are expressed either as absolute 

tolerance (AT) or absolute equivalent tolerance (AET) 

(described in Section 5.1), as opposed to the relative 

tolerance used heretofore for averages. To use absolute 

tolerance to estimate sample size, it is necessary to make a 
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prior estimate of the value of the proportion. The absolute 

tolerance desired should correspond to this estimate. Absolute 

equivalent tolerance is not based on a prior estimate of the 

proportion, and thus is a more general measure of accuracy. 

Using absolute equivalent tolerance (AET), sample size can 

be determined using the following formula: 

n • 

where n = 

= 

0.75 
a2 

e 

(round up to next 
whole number) 

sample size (number of observations) 

absolute equivalent tolerance specified 

( 6. 6a) 

(The coefficient 0. 75 applies for the 90% confidence level. 

For a 95% confidence level, the coefficient is 1.0 . ) 

A reference table for this relatio nship 

Appendix A and is shown in Table 6.Sa. In 
is provided in 

the table, the 

values of n are listed for different values of d • 
e 

For example, the recommended tolerance for route schedule 

adh~rence (proportion of trips early/on time/late) given in 

Table 5.1 is an absolute equivalent t olerance . Using the 

recommended absolute equivalent tolerance of +0.1 and the 

recommended 90% confidence level, the necessary sample size is 

seen from Table 6. Sa to be 71 trips. In essence, then, the 

accuracy l_evel recommended in Table 5. 1 for s chedule adherence 

is to collect data on 71 trips. Using equation (6. 6a) instead 

of Table 6 . Sa, necesssary sample size is computed to be 
2 0.75/(.1) = 75, which is slightly higher than the value 

given in the table because of an approximation in the equation. 

If accuracy level is specified with an absolute tolerance 

(AT) in conjunction with a prior estimate of the proportion p 

instead of with an absolute equivalent tolerance, the sample 

size formula is: 

n a 
3p ( 1-p) 

d2 
a 
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where n = 

p = 
sample size 
estimated proportion 

absolute tolerance specified for the assumed 

proportion p (e.g., d = 0.1 means a range of 

uncertainty of p ~ 0.1) 

(The coefficient 3 applies for the 901 confidence level. For a 

95% confidence level, the coefficient is 4.) 

A reference table for this relationship is provided in 

Appendix A and is shown in Table 6.Sb. In the table, the 

values of n are listed for different values of da and p. 

A special interpretation is needed for combinations of p 

and da fo,r which 

da ) 0.577 p(l-p) ( 6. 7) 

These combinations most commonly occur when pis near O or 1 . 

Because th~ value of a proportion is limited to the range Oto 

1, tolerance ranges will be significantly asymmetrical when 

da is large 1n comparison with either p or (1- p). For 

example, consider the case of p = 0.03. Suppose a broad 

tolerance range is desired, a range with a width of 0.08. 

Normally, this would simply mean an absolute tolerance of half 

this widt h, or d = +0 . 04. But in this case, the range of 
a -

0.03 + 0.04 is not realistic, because it goes below O. 

Instead, the appropriate tolerance range with a width of 0.08 

is asymmetric, such as 0.005 to 0.085. 

Table 6. 5b indicates, for different values of p, . the 

smallest possible value of d~ that may be considered , a • true• 

absolute tolerance. Larger values of da should be considered 

as •nominal absolute tolerance". However, the procedure for 

sample size determination is essentially the same whether da 

is nominal or not. The general procedure is as follows. 

First, the estimated value of the proportion p and the desired 

width of the tolerance range should be determined. Then set 
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Table 6.5 

Required Sample Size for Estimating Category Proportions 

a. Using Absolute Equivalent Tolerance 

d e n 

.025 1102 

.05 276 

.075 122 
• 1 71 
.125 45 
.15 32 
.2 19 

b. Using Absolute Tolerance with Proportion Estimate p 

maximum 
"real" 

da absolute tolerance p d* = 
a ----------------------------------------------------------------

_!.Q! _!.Q~ _!.Q~ _!.Q§ -!.Q~ Q!.!Q Q!.!~ 

o. 01 or . 99 .005 273 70 19 10 6 6 3 
0.03 or .97 • 01 7 802 200 51 24 14 10 6 
0.05 or .95 .027 1309 327 84 38 22 15 8 
o. 10 or .90 .052 2480 620 155 71 41 26 13 
0.20 or .80 .092 4409 1102 276 122 71 45 21 
0.30 or • 70 .121 5787 1447 362 161 93 59 27 
0.40 or • 60 .138 6613 1653 413 184 103 68 31 
a.so .144 6889 1722 431 191 108 71 32 

Note: Assuming 90% confidence level 

* Larger values of a da may be used, but they are only 
approximate (nominal) absolute tolerances. When p is near 0 
or- 1, actual tolerance range is asymmetric. 
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da equal half this width. If da is smaller than the limit 

for da (for the given value of p) given by either Table 6.5b 

or equation (6.7), da should be considered the nomina l 

absolute tolerance. Then da may be used (whether it is 

nominal or not) with either Table 6. Sb or equation (6. 7) to 

determine the sample size . 

it is estimated that p = 0 . 03 and a 

is desired . Then, taking da = O. 02, 

that this is a nominal absolute 

For example, suppose 

tolerance width of O. 04 

Table 6. Sb indicates 

tolerance. Then n is read from Table 6.Sb to be 200. 

Accurately estimating proportions that are near O or 1 

requires a particularly large sample. For example, suppose an 

estimate is desired for the proportion of riders on a route who 

are awarE~ of a certain marketing promotion, and that a prior 

estimate of this proportion is 0.03 and that a tolerance range 

of +0.01 is specified at the 95% confidence level. Then, from 

equation (6 . 6b), n = 4(0.03) (0.97)/(.01
2

) = 1164. 

Once a sample is collected and processed; 
tolerance achieved can be estimated from the 

the absolute 
sample. The 

absolute tolerance achieved for the proportion of observations 

lying in a particular category is 

where da = 

t = 

p ·-

n ·-

da = tJP<~-p) ( 6. 8) 

absolute tolerance achieved 

t-value corresponding to specified confidence 

level and ton (from Table 6. 3) 

proportion of observations in sample actually 

lying in category 

actual sample size 

A rE!ference table for this relationship is provided in 

Appendix A and is shown in Table 6.6. In the table, the values 
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Table 6.6 

Tolerance Attained for Category Proportions 

Number of * 40 70 160 640 2,560 10,000 
Observations ** 55 100 230 920 3 , 680 14,700 

Proportion nmin*** 

0.5 36 ±_0. 134 ±_0.100 ±_0.066 +0. 033 +0. 0164 +0.0082 

o. 4 or o. 6 38 +O. 132 ±_0 . 098 ±_0 . 064 +0.032 ±_O. 0161 ±_0.0080 

0. 3 or 0.7 43 +0. 123 ±_0.092 ±_0.060 +0.030 ±_O. 0150 ±_0.0075 

o. 2 or o. 8 56 +0.108 ±_0.080 +0.052 ±_0.026 ±_0 . 0131 +0.0066 

0. 1 or 0. 9 100 +0.081 ±_0. 060 ±_0. 039 ±_0. 020 ±_0. 0098 ±_0.0049 

0.05 or o. 95 190 +o. os9 +0. 044 +0. 029 ±_0.014 ±_0 . 0072 +0.0036 

0.03 or 0.97 309 +0. 046 ±_0.034 ±_0. 022 ±_0. 011 ±_0.0056 ±_0. 0028 

o. 01 or o. 99 909 ±_0 . 020 +o. 013 ±_0.007 ±_0.0033 ±_0. 0016 

* With 90% confidence level 

** With 95% confidence level 

*** Minimum number of observations in keeping with the •rule of 9•. If 

the number of observations is below n i , the tolerance range may be m n 
asymmetrical, although the value given in the table can serve as a guide. 
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of da arei listed for different values of n, p, and confidence 

level. 

Thus, for example, suppose the recommended accuracy level 

for schedule adherence were followed and 71 trips were 

observed. Suppose the proportion of trips that were early, on 

time, and late were 0.1, 0.6, and 0.3 respectively. To find 

the absolute tolerance ranges attained at the 90% confidence 

level, either Table 6. 6 or equation ( 6. 8) can be used. From 

Table 6. 6 the resulting ranges of uncertainty are seen to be 

0. 1 + 0.060, 0.6 ! 0.098, and 0.3 + 0 .092. 

The value of da obtained from Table 6. 6 or equation (6 . 8) 

should be interpreted with caution when the condition of 

equation (6. 6c) is not met, since in such a case the tolerance 

range will usually be asymettrical. Formula (6.7) is 

equivalent to the so-called "rule of 9", which states that 

np(l-p) should be at least 9 . Therefore, nmin' minimum value 

of n that satisfies the rule of 9 for a given value of p, is 

nmin = 9/(p(l-p)). Values of nmin for different values of 

p are shown in Table 6. 6. When n is below the corresponding 

nmin' the value of da obtained from ~able 6.6 or equation 

( 6. 8) should be interpreted as a nominal absolute tolerance, 

and the actual tolerance 

away from the extremes 

slightly smaller than 2da. 

range will be asyrnmetr ical, slanted 

of O and 1, and with a width just 

For a second example, suppose that for the marketing 

promotion example cited above only 160 completed questionnaires 

are returned. The proportion of those sampled who are aware of 

the promotion is found to be 3%. From Table 6. 6, when p = 

0.03, nmin = 309, and so the sample size of 160 is below 

nmin" Therefore, the value of da read from Table 6.6, da 

= ±0.022, should be taken as a nominal absolute tolerance. The 

actual tolerance range is asymmetrical with a width slightly 

below O. 044. While procedures for determining the tolerance 

range exactly are too advanced for this manual, the tolerance 
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range for this example is approximately (0.03 - 0.019) to (0.03 

~ 0.024), or 0.011 to 0.054. 

6.4 Conversion Factors 

The costs of data collection can often be reduced in the 

monitoring phase by using a conversion factor to estimate the 

mean of one data item (the "inferred" data item) from the mean 

of another ( the "auxiliary") data i tern. This type of 

conversion factor is a simple ratio of averages. For example, 

to convert load at a point to boardings, the conversion factor 

"average boardings/average load" is used. More complex 

relationships, such as linear regression estimates, can also be 

used and are appropriate when there is reason to believe that 

the relationship between the two data items does not pass 

through the origin or is non-linear. However, since these 

cases are uncommon for the types of applications expected in a 

transit data collection program, only ratio factors are 

discussed in this section. 

To use a conversion factor in the monitoring phase, 

information on the two related data items must be collected 

during the baseline phase. Information on the two related data 

items must be measured directly in pairs in the baseline phase 

for each particular route/direction/time period combination 

(R/D/TP). The ratio of the means, as computed from that paired 

sample, is then used as a conversion factor in the monitoring 
phase. 

The process for computing and using conversion factors is 

discussed in the following sections. The necessary formulas 

for computing the conversion factor and its coefficient of 

variation are presented in Section 6.4.1. Recommendations on 

the number of paired observations that should be taken in the 

· baseline phase are offered in Section 6.4.2. Screening prior 

to data collection is discussed in Section 6. 4. 3. How the 

baseline paired sample should be checked and analyzed in 

preparation for the monitoring phase is described in Section 

-90-



6.4.4. The necessary sample size of the auxiliary item during 

the monitoring phase is given in Section 6.4. 5. The formula 

for the tolerance attained using the monitoring sample with a 

conversion factor is provided in Section 6.4.6. To facilitate 

the discussion, the example of boardings as the inferred data 

item and load at a particular point as the auxiliary item is 

followed through these sections. 

6.4.l Computation of the Conversion Factor and Its Coefficient 
of Variation 

The conversion factor is computed from a paired sample in 

which the two i terns are jointly observed on a set of n trips. 

The conversion factor (conversion ratio) is 

R = Y/X ( 6 . 9) 

where R = conversion factor 

y = average of the inferred data item (e.g. 
boardings) in paired sample 

X = average of the auxiliary data items (e.g. load) 
in paired sample 

Since the conversion factor is computed from a limited 

sample, it: is only an estimate of the true ratio between the 

data items. The square of the coefficient of variation of an 

estimated conversion factor is: 

where 

vx 

vy 

1 
---( 
n-1.7 

(6.10) 

= 

= 

= 

coefficient of variation (C.O.V.) of the 
conversion factor as measured from the 
paired sample 

c.o.v. of the auxiliary item (e.g. load) as 
measured from the paired sample 

c .o.v. of the inferred item (e.g. boardings) 
as measured from the paired sample 
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correlation coefficient between the inferred 
and auxiliary items as measured from the 
paired sample 

n = number of paired observations in the sample 

The correlation coefficient between the inferred and 
auxiliary items, rXY' is a measure of the strength of the 
relationship between the two items. If the correlation 
coefficient is near 1, indicating a strong relationship, then 
the conversion is likely to be an efficient one. To compute 
the correlation coefficient, the standard deviation sx and 
Sy of both the auxiliary and inferred items, and their 
covariance, sXY' are needed. The formula for the covariance 
is: 

Sxy = Cov(X,Y) = 
Ex. Y .> 

1 1 
n x Y 

n - 1 
( 6.11) 

The formula for the correlation coefficient is 

It is 
when 

helpful to 
determining 

have prior estimates 
the baseline sample 

( 6. 12) 

of VX' Vy, 
size needed 

and 
for 

estimating a conversion factor. Default c. o. V. 's of X and Y 
are given in Section 5.2.5. At the writing of this manual, 
there has not been sufficient empirical analysis to recommend 
default values of the correlation coefficient rxy· Limited 
experience with correlation coefficients between peak point 
load and boardings suggests that rxy is in the range of O. 88 
to 0.98 for this pair of data items on most routes. There has 
been no experience with correlation coefficients for other 
pairs of data items. 

-92-



6.4.2 Determining Sample Size of Paired Observations for the 
Baseline Phase 

The accuracy attainable when using a conversion factor 

depends in part on how large a paired sample was used to 

estimate the factor . To avoid bias, the sample should include 

at least 10 observations. Using prior estimates of vx, Vy, 

and rXY' the dummy variable, L, should be computed as: 

where 

3 . 24 2 2 
L = a2 <vx + vy - 2 vxvyrxy) 

m 

( 6. 13) 

specified tolerance for the inferred item in 
the monitoring phase 

Then t:he recommended sample size of paired observations for 

the baseline phase is 

L 

where 

B = 

+ 1.7+7.6 
(round up to 
at least 10) (6.14) 

size of paired sample in the baseline phase 
(90% confidence level) 

number of buses operating full-time on route 
during the relevant time period 

As equation (6.14) indicates, n1 should be at least 10. 

There are two ways to determine B ( the number of buses 

operating on a route) to an adequate level of precision. If 

the average headway during the time period is known and if all 

trips hav·e the same cycle time (round trip time), then B = 

(cycle time)/(avg. headway.). Otherwise, determine the number 

of vehicle-hrs of operation in the period by summing the cycle 

time of every trip on that route in that period, and then 

divide this sum by the duration of period. 

In t.he absence of any prior estimate of the correlation 

coefficient or either of the c.o.v. 's , a baseline sample size 

of n1 = 15 paired observations is recommended. 
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The use of equations (6.13) and (6.14) can be shown through 

an example which involves peak point load and boardings. A 

sample in which both peak point load and boardings are measured 

must be taken in order to estimate a conversion from load to 

boardings. Desired tolerance for boardings is +30%. The 

following data is known: 

B = 7 = number of buses operating on the route 

vx = .410 = c.o.v. of peak point load 

Vy = . 369 = c.o.v. of boardings 

rxy = 0.95 = Correlation coefficient between peak 
point load and boardings 

dm = 0.30 = desired tolerance of the inferred item 
( board i ng s) in the monitoring phase 

From equation (6.13), the dummy variable, L, is computed: 

L 
3.24 [ (. 410) 2 + (.369)

2 
- 2 ( . 410) (.369) (.95)] .605 = 

(. 3) 2 
= 

Then nl is obtained from equation (6.14): 

n1 = • 605 + 1. 7 + 7. 6 (.410/.3) J. 605/7 = 5.3 

which, as equation ( 6. 13) indicates, is rounded up to 10. 

Thus, a baseline sampling of nl = 10 paired observations 

should be undertaken~ If, on the other hand, rxy had not 

been known, nl = 15 paired observations would have been 

recommended. 

Since applying the above procedure to every route/direction/ 

time period (R/D/TP) combination can be tedious or difficult 

due to limited data availability, an efficient way of 

determining the baseline sample size is to apply this procedure 

to a few r~presentative R/D/TP' s, and then use the resulting 
I 

sample sizes for corresponding R/D/TP's . 
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6.4.3 Screening Conversions 

In the process of designing a data collection program, as 

summarized in Figure 3.1, several potential conversion options 

for estimating the same item may have been proposed. For 

example, it may be possible to infer boardings on a route by 

conversion using peak point load, load at some other point, or 

revenue as the auxiliary item. In the end, only the most 

efficient conversion will be used in the monitoring phase. 

Doing baSE!line data collection and analysis for all of the 

proposed conversions when only one will ultimately be used can 
involve significant effort, effort which can be reduced if less 

efficient conversion options can be screened out prior t6 data 

collection. While there are no rules for determining with 

certainty how efficient a conversion may be, some guidance is 

given below with which it may be possible to confidently 

eliminate one or more proposed conversions after estimating the 

baseline sample size. Listed below are four attributes of a 
conversion by which it may be judged. 

1. 

2. 

3. 

Is direct measurement of the auxiliary 
_n_e_e_d_e_d __ i_n __ t_h_e __ m_o_n_i_t_o_r_i_n_g _ _ p_h_a_s_e, either 

item is needed in its own right or 

i tern already 

because the 

for another 

conversion? If yes, using this item should entail 

little or no data collection costs in the monitoring 

phase. 

Is the auxiliary item inexpensive to collect? If the 

answer to the first question is no, then auxiliary 

items that are inexpensive to collect suggest smaller 

monitoring phase data collection costs. 

How large a baseline sample does the use of the 

auxiliary item entail, and how expensive are the 

paired baseline samples? If the auxiliary item is to 

be used for more than one conversion, the largest 

sample size required by any conversion should be the 

basis for judgement. The smaller the baseline cost, 
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the better. Also, a larger required baseline sample 

size usually implies a large required monitoring 

sample size . 

4 . How large is the auxiliary item's c.o.v.? If it is 

large, implying a lot of variability, the monitoring 

sample will have to be larger to get a reliable 

estimate of the auxiliary item's average, implying 

more cost. 

6.4.4 Analysis of Baseline Data 

Once the baseline paired sample is collected, preparation 

for the monitoring phase requires four steps of analysis. 

These steps should be applied to every conversion factor 

separately (typically there will be separate conversion factors 

for each route/direction/time period combination). 

1 . 

2. 

Compute statistics. Compute the means and c.o.V.'s of 

both the auxiliary and inferred data items, and 

compute their correlation coefficient rxy· 

Test the conversion to see whether additional paired 

samples of the two items (i. e., additional baseline 

data) are warranted . The baseline sample size n
1

, 

computed using equations (6.13) and (6. 14), was based 

on prior estimates of vx, vy, and rxy• If Step 

1 above indicates that the measured values of these 

statistics materially 

estimates, n1 should 

measured statistics. 

differs from 

be recalculated 

those 

using 

prior 

the 

a. If the resulting value of nl is greater than the 

actual size of the baseline paired sample, 

additional paired samples should be taken to 

supplement the baseline data to attain the newly 

calculated required sample size n1 • Then return 

to Step 1 using the supplemented sample. 
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b. If the newly calculated n1 is smaller than the 

actual baseline paired sample size, no corrective 

action is necessary. 

3. Determine the conversion factor. Compute R as the 

ratio of the mean of the inferred item to the mean of 

the auxiliary item (equation 6.9). 

4. Estimate the square of the C .o . V. of the conversion 

factor. Compute v~ using equation (6.10). 

To continue the example from Sect ion 6. 4. 2, supposed 10 

paired observations of peak point load and boardings were taken 

in the baseline phase in order to estimate a conversion from 

load to boardings . The desired tolerance for boardings is 

+30%. The following data was obtained: 

n1 = 10 = numbe r of paired observations (trips) 

X = 14.93 = average peak point load 

vx = .4 5 = C.O.V. of peak point load 

vy = .35 = C. O.V. of boardings 

sx = 6.12 = standard deviation of peak point load 

sy = 7.57 = standard deviation of boardings 

rxy = 0.89 = correlation coefficient between peak 
point load and boardings 

Because the calculated correlation coefficient ( 0. 89) is 

significantly smaller than the correlation coefficient assumed 

in determining n1 originally (0. 95), the conversion should be 

tested by recalculating n1 using the statistics listed above. 

First the dummy variable Lis recomputed using equation (6.13) 

L = 3 • 2~ [ (.450) 2 + (.350)
2 

- 2 (.450) (.350) (.89)] = 1.61 
(. 3) 

Then n 1 is obtained from equation (6.14): 

n1 = 1. 61 + 1. 7 + 7. 6 (.450/.3) Ji. 61/7 = 8. 8 

which again rounds up to 10. Because the newly recommended 
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value of n1 is the same as the sample size that was taken, no 

supplementary paired samples are necessary . 

The conversion factor is calculated using equation (6.9): 

R = 1.38 = conversion factor 
= average boardings/ average peak point load 

From equation (6.10) , 

conversion fac t o r , is 
the square of the C .o. V. of the 

v~ = lO-i.? [(.450)
2 

+ (.350)
2 

- 2(.450) (.350) (0 . 89)] = .00538 

6 . 4.5 Determining Sample Size in the Monitoring Phase 

Once a conversion factor R has been analyzed and the 
square of its c.o.v. , 2 

VR' is calculated, the number of 
observations of the auxiliary data item needed in the 
monitoring phase can be determined: 

= (round up to next 
whole number) (6.15) 

where = 

= 

sample size of the auxiliary item in 
monitoring phase (90% confidence level) 

estimated coefficient of variation 
auxiliary data item (e.g. load) 

of 

desired tolerance of the inferred data item 

the 

the 

A reference table for this relationship is prov ided in 

Appendix A and is shown in Table 6.7. In the table, the values 
2 of n 2 are listed for different values of vX' vR' and 

dm. 

Continuing the example from Section 6. 4. 4, the necessary 

number of observations of the auxiliary data item in the 

monitoring phase, n 2 , can then be read from Table 6. 7e using 
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Table 6. 7 

Required Sample Size of Auxiliary Item 

a . Desired Tolerance of Inferred Item • :t 5-,. 

V,t vl 
R -- --- ------------------------------------------- ------

.0001 . 0002 . 0003 . 0004 000~ 
----- ----- ----- ----- - - - - -

0 1 0 1 S 1 B 22 27 37 
0 . 20 60 70 BS 1 0 7 1 4 6 
0 . 3 0 1 3 4 157 190 241 328 
0 40 238 279 337 427 583 
0 so 3 7 1 435 527 667 9 1 0 
0 . 60 534 627 759 9 6 1 1 3 1 0 
0 70 726 853 1032 1 3 0 8 1 7 8 3 
0 80 949 1 1 1 4 1348 1708 2329 

b Desired Tolerance of Inferred lte~ ■ tlO.,. 

VJ( 

-----

o . 10 
0 . 20 
0. 3 0 
0 . 40 
0 . SO 
0 . 60 
0 . 70 
0 . 80 

Notes : 

V ':I. 
R -------------------------------------------------------------

. 0001 . 0005 . 0 0 1 .0015 . 002 . 00225 

-- --- ----- -- --- ----- ----- -----
4 4 s 7 10 1 2 

1 4 1 6 20 26 37 48 
3 1 35 43 57 82 107 
54 62 77 101 146 189 
84 97 120 157 228 295 

121 139 172 226 328 425 
164 189 234 307 447 578 
214 247 306 401 583 755 

assuming 901J, c o n f i d •n c e level 

v ■ coefficient of variation of auxiliary item 
X 

. 0025 00275 
----- --- - -

1 7 2 (I 

67 1 1 S 
1 S 1 2 S 8 
268 459 
4 1 8 7 1 7 
602 1032 
8 1 9 1404 

1070 18 3 4 

1 ■ square of coefficient of variation of conversion factor 
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Table 6.7 ( continued) 

C . Desired Tolerance of Inferred It •m • ,t 1 5, 

v" vi. ,. ----- -----------------------------------------------------
.001 . 002 . 003 .004 . 005 .006 .0065 

----- ----- ----- ----- - ---- ----- - - - - -
0 . 1 0 2 3 3 4 6 1 1 22 
0 . 20 ? 9 1 1 1 4 2 1 42 85 
0.30 1 6 1 9 23 31 46 93 1 9 1 
0 . 40 27 33 4 1 54 82 1 6 6 340 
0.50 42 5 1 64 85 128 258 530 
0. 60 6 1 ?3 9 1 1 2 2 184 3? 2 ?6 3 
0 . ?O 83 99 1 2 4 166 250 506 1039 
0 .80 108 129 162 216 326 6 6 1 1 3 5? 

d . Desired Tolerance of Inferred Item C !201/t 

V 
,II 

y2 
~ ----- -------------------------------------------------------------. 001 . 002 .004 . 0 0 6 .008 . 0 1 . 0 1 1 . 012 

----- ----- ----- --- - - -- - - - --- -- ----- -- - --
0 . 1 0 1 2 2 3 5 8 26 
0 20 4 4 5 7 1 0 l 7 29 102 
0 . 30 8 9 1 1 1 5 2 1 38 65 2 2 8 
0 . 40 1 5 16 20 26 37 68 1 1 6 405 
0 . 50 22 25 30 40 SB 1 0 6 1 el 6 3 3 
0 . 60 32 35 44 57 83 1 5 2 260 9 1 1 
0 . ? 0 44 48 59 78 1 1 3 207 354 12 H 
0.80 57 62 77 1 0 1 1 4 7 270 463 1 6 2 0 

e. Desired Tolerance of Inferred Item• ~30% 

-------------------------------------------------------------
. 001 . 005 . 0 1 . 015 . 02 . 025 . 026 .027 .0275 

----- ----- ----- ----- ----- ----- -- --- ----- - ----
0 . 10 1 1 1 1 2 4 6 1 2 26 
0 . 2 0 2 2 3 4 6 1 5 22 46 1 0 3 
0. 3 0 4 4 6 8 1 2 32 49 l O 3 2 32 
0 . 40 6 8 1 0 1 3 2 1 57 87 1 8 3 4 1 2 
0. 5 0 1 0 1 1 1 5 20 33 89 1 3 6 286 643 
0.60 1 4 1 6 2 1 29 47 1 2 8 1 9 5 4 l 1 925 
O. ?0 1 9 22 28 39 64 1 ? 4 265 560 1 2 5 9 
0.80 24 29 37 5 1 83 227 346 7 3 1 1645 

Notes : assuming 90"- confidence level 

v)t C coefficient of variation of auxiliary item 

a 
VA. - square of coefficient of variation of conversion factor 
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vx = • 450 and 
2_ . 

VR = • 00538. Interpolating first - for VX 
= o. 4 5, it is estimated that n2 = 9.5 for ·-v2 = .005 and 

n2 = 12. 5 for v2 = o. 01. Then since 
R2 

is quite R VR 
close t o • 005, the appropriate value of n2 is 10. 
Alternatively, equation (6.15) can be used, yielding : 

= (.450) 2 (1 + .00538) n 2 2 = 9.04 
.31 (.3 ) - .00538 

which rounds up to n2 = 10, in agreement with the answer 

found using the table. Therefore, 10 observations of peak load 
are needed in the monitoring phase to estimate boardings to the 
desired level of accuracy using a conversion factor. 

6.4.6 Tolerance Attained by a Given Monitoring Sample 

Depending on the actual number of observations made in the 
monitoring phase , the tolerance level attained is: 

d == 1.8 (6.16) 
n2 

(at the 90% confidence level) 

For example , suppose that, for the same example cited in 
the prev i ous sections, pea k point load is sampled on 15 - trips 

during the monitoring phase, and the average load is multiplied 
' 

by R (=1 . 38) to yield an estimate for average boardings. Then 
the toler ance attained is 

j (0 . 410) 2 (1 + 0.00202) d = 1 . 8 _..... __ ......__,_ ________ _,_ 

15 

or + 20 . 7% . 

6.5 Products o f Averages and Pr opo r tions 

+ (0. 00202) - 0.207 

There are times when the only way to estimate the average 
numbe r of boa r ding s per t rip lying in a category is to multiply 
an es timate of the average number of boardings per trip by the 
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an estimate of the proportion of passengers on the route that 

belong to that category. For example, average number of 

reduced fare passengers on a route could be determined by 

multiplying average boardings by the proportion of boardings 

who pay reduced fare. Because the resulting average is the 

product of two estimates, each contributes to the variability 

of the product. Consequently, the relative tolerance of the 

product will always exceed the relative tolerance of both the 

route average and the proportion. (The relative tolerance of a 

proportion is the absolute tolerance divided by the 

tolerance.) If the same confidence level is used for all 

estimates, the tolerance of the product can be approximated 

using the following formula: 

(6.17) 

where dz = tolerance of the product of a route 

average and a proportion 

dX = tolerance of the route average 

da = absolute tolerance of the proportion 

p = proportion 

To use the example just cited, suppose average boardings 

per trip on a route was estimated to be 66 with a tolerance of 

~22%, and that the proportion of boardings in the reduced fare 

category was estimated to be o. 21, with an absolute tolerance 

of o. 06. Then the estimated number of reduced fare boardings 

per trip is (66) (.21) = 13.9, and the relative tolerance of 

this estimate is 

Caution must be exercised if p is near O or 1, for then 

da may be only a nominal absolute tolerance because the 

tolerance range is asymmetrical ( see Section 6. 3) • In the se 
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cases, the same equation (6.17) can still be applied using 

da, but the resulting tolerance should be taken as only a 

guide to the actual tolerance range which will exhibit the same 
kind of asymettry as the range for the proportion, as discussed 
in Section 6.3. 

It is hard to determi ne optimal sample sizes for 
estimating such a product, s ince the accuracy of the product is 
aff ected by the sample s izes used t o esti mate both the route 
average and the proportion composing the product. However, if 
the desired tolerance for the route average is considerably 
narrower than the tolerance desired for the product, then the 
sample si~:e for the route average (usually average boardings 
per trip) may be set by the need to know that average for its 
own sake. Then only the sample size for estimating the 
proportion needs to be determined . When this is the case, the 

necessary tolerance for the proportion is: 

d2 
X 

( 6. 18) 

Then, given the value of da' the sample size required to 
e s timate the proportion p can be determined using Table 6.Sb or 
equation (6.5) , as explained in Section 6.3. 

It should be emphasized that dx, the tolerance of the 
route level average, must be smaller than dz, the desired 
tolerance of the product, or dz will be unattainable. If 
this situation occurs, the tolerance of the route level average 

must be l owered ( through additional data collection) to below 

the desired tolerance of the product. Furthermore, if dx is 
only slightly smaller than the desired dz, then the estimate 
of p will have to be ex tremely accurate (i.e., da will be 
very small), and the cost o f achieving this accuracy may be 
inordinately high. Th e refore, it is suggested that dx, the 

tolerance of the route-level item, be set at approximately 701 

of dz or lower. 
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For example, suppose average boardings (the route-level 

average) is desired with a tolerance of +30% tolerance, and 

average reduced fare boardings (the product) is desired at a 

+30% tolerance as well. Economically achieving the desired 

tolerance of the product implies that the tolerance of 

route-level boardings should be lowered to abount 70% of the 

product's tolerance, which is (0. 7) (0.30) = 0.21 or +21%. 

Therefore, in determining the sample size for route-level 

boardings, the tolerance of +21% supplants the pereviously 

desired tolerance of +30%. Then the computation of desired 

tolerance and sample size for the proportion of boardings in 

the reduced fare category proceeds as follows. First, a prior 

estimate of this proportion must be made; suppose this estimate 

is o. 2 o. These facts are summarized below: 

dz = 0 . 30 = desired tolerance of the product 

dX = 0.21 = desired tolerance of route-level average 

boardings 

p = o. 20 = estimate of the proportion 

Then the absolute tolerance needed for the proportion is, from 

equation (6.19), 

da = 0.20 J.32 - .21
2 = 0.043. 

The tolerances desired for the proportion and for 

route-level boardings must then be translated into sample sizes 

using the procedures described in Section 6. 3 and 6.1. The 

determination of sample size for the proportion will be 

illustrated in this example. Using Table 6. Sb with p=O. 2 and 

da=0.043, the number of boarding passengers that must be 

sampled to determine their fare category is between 276 to 122, 

and is interpolated to be 253. Alternatively, using equation 

(6.6b), the sample size is calculated to be 

n = 3(.2) (.8) 

.0432 
= 260 
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CHAPTER 7 

DESIGN OF SAMPLING PLANS 

From a stat is tic ian' s viewpoint, once the proper sample 

sizes have been computed, the data collection design process is 

essentially done. From the transit operator point of view, 

however, the process has only begun. The operator has only a 
limited number of checkers and other data collection resources 

available, and is now faced with the task of scheduling and 

otherwise deploying these resources in the most cost-effective 

way. To a large extent, the solution to the problem is highly 

system-spec if ic, and must be reached by trial-and-error 

seasoned with experience and common sense. There are, however, 

some generally applicable guidelines presented in this chapter 

that can help simplify this scheduling task. 

The guidelines of this chapter are organized around the 

four major deployment options for data collection activities 

presented in Chapter 3. These options, listed in Table 3. 1, 

are : 

1. Ride check= data collected by an on-board checker 

2 . Point check= data collected by a wayside checker 

3 . Driver check= data collected by the driver 

4. Automated check = data collected by automatic 

passenger counters (APC's) 

The particular types of counts and readings that can be made 

with each of these options are discussed in Chapter 3 and are 

summarized in Tables 3.2 and 3.3. 

Three topics are covered in this chapter. In Section 7.1, 

the selection of the appropriate deployment option is 

discussed. A priority scheme is described by which the most 

efficient choice c an be made by coordinating the data 
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collection plan with respect to all data i terns, routes, and 

time periods. In Section 7.2, scheduling principles for the 

major deployment options are presented. The information 

presented in these two sections is summarized in a step by step 

scheduling procedure found in Chapter 9, which is accompanied 

by an example. Finally, in Section 7.3, guidance is offered on 

the scheduling and conduct of passenger surveys. 

7.1 Coordinated Choice of Appropriate Data Collection Techniques 

A data collection plan can entail the use of many data 

collection techniques, some of which are less costly that 

others. An important determinant of the efficiency of such a 

plan is which technique(s) are used for which data items. 

Practically every data item, save those that require a 

passenger survey, can be measured with a variety of techniques. 

It is important to choose the technique(s) that yield the least 

overall cost. 

A separate priority scheme is presented for those systems 

using APC's and those that rely exclusively on manual counts. 

For non-APC systems, the priority scheme is illustrated in 

Figure 7.l(a). The first priority is driver checks, which can 

be made at a very small cost. Any data i tern that can be 

reliably measured by drivers should be. The second priority is 

to use ride checks, generally the most expensive technique, for 

only those items that cannot be gathered in any other way, such 

as passenger-miles or (if drivers cannot collect it) boardings; 

these items are called RCO (ride check only) data items. The 

remaining data i terns are measured using point checks. Since 

most data items monitored with point checks can also be 

measured with ride checks, point checks should be used to 

supplement the information derived from the point checks where 

necessary. Thus point checks are scheduled to meet net sample 

size requirements (sample size requirement minus number of 
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Figure 7.1 

COORDINATED CHOICE OF DATA COLLECTION TECHNIQUES 

a. Non-APC Systems b. APC Systems 

Automated Checks 
(whenever possible) 

' 

Driver Checks 
D:river Checks 

(whenever possible) 
(whenever possible 
to cover remaining 
needs) 

' , 

Ride Checks Ride Checks 
(as needed for ride- (as needed for ride-
check only items) check only items) 

' , 1 , 

P·oint Checks Point Checks 
(to meet net (to meet net 
remaining data remaining data 
needs) needs) 
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samples obtained via ride checks). For example, if boardings, 

measured using ride checks, requires a sample size of 9 trips 

while load at the peak point requires 20 trips, 9 ride checks 

are scheduled, and are supplemented by 11 point checks at the 

peak point. 

An exception to the rule that ride checks are more 

expensive than point checks can occur when dealing with a data 

item that can be measured using either a ride check or multiple 

point checks, such as segment-level running time or load at 

various points along a route. For a route in isolation, ride 

checks require fewer checker-hours than multiple point checks 

when the number of points requiring checks is greater than the 

number of buses operating on the route. However, if other 

routes also require point checks at some of those points, those 

points should not be counted in assessing the relative cost of 

a multiple point count. If it is determined that a ride check 

is less expensive than multiple point checks for a particular 

application, the data item should be treated as a RCO item. 

For example, in order to measure segment running times on a 

particular route with ride checks, 6 points must be checked. 

One of these points is a terminal shared by other routes that 

can all be monitored by a sing le checker. But because the 

route operates partly on a one-way couplet, one of the points 

actually needs two checkers, one for each direction. Then the 

net number of points attributed to this route is 6 - 1 + 1 = 

6. Consequently, during time periods in which the route 

operates with more than 6 buses, point checks are more 

economical: during time periods in which it operates with fewer 

than 6 buses, ride checks are more economical. 

For systems that have 

illustrated in Figure 7.l(b), 

APC's, the priority scheme, 

is to first use APC' s for all 

data i terns that APC' s can measure, and then to use manual 

counts to meet remaining sample size requirements in the same 

priority as presented for non-APC systems. For example, a 
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particular system wants to measure only peak load, boardings, 

and thf~ fraction of boardings in each fare category. First, 
APC' s are used to measure peak load and boardings. Then if 
drivers can record fare category, driver checks should be used 
to deteirmine the fraction of boardings in each fare category. 
If drivers cannot reliably record fare category information, it 
is collected with ride checks. Point checks are unnecessary in 
this example. 

7.2 Framework for Scheduling Major Data Collection Techniques 

In this section, the framework for scheduling data 

collection activities (deciding which trips to sample, · and on 
which dates) is presented for the four major deployment 

options. The framework for each deployment option has two 

major components. The first is the "scheduling unit", which is 
the basic piece of work from which work assignments are built1 

they differ for the four options. The second is the 
"scheduling group", the group of route/direction/ time period 

combinat ions (R/D/TP's) that should be scheduled as a group in 
order to achieve efficient coordination without undue 
complexity . These two items are summarized in Table 7.1. 

7.2 . 1 Ride Checks 

A checker making ride checks on a given route will usually 
follow one run (one sequence of trips performed by the same 

driver) for a period of a few hours. Thus the run will usually 

be the basic checker scheduling unit. If a run is particularly 

long, or if it consists of two or more pieces that are 

separattid by a substantial break, it is convenient to split the 
run into pieces and use these pieces as scheduling units. 

Another possiblili ty, applicable to low headway routes where 

the layover is considerably longer than the headway, is for the 

checker to skip ahead to the next earlier bus at one or both 

termini instead of waiting for the full layover with the same 
driver. This "leapfrogging" modification makes it possible for 
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Data 
Collection 

Technique 

Ride Check 

Point Check 

Driver 

Check 

Automated 

Check 

Table 7.1 

Basic Units and Groups in 
Scheduling Data Collection Activities 

Scheduling 
Unit 

driver run 

(or piece of 

a run) 

time period 

(or piece 

of a time 

period) 

entire day 

vehicle 

block (or 

piece of a 

block) 

Scheduling Group 

By route or route group and day 

type: all trips in both directions 

on a route for all time periods in 

the day type. Use route groups if 

routes are interlined. 

By point, direction, & time period: 

all trips that pass the poin in the 

time period (may include numerous 

routes). Combine directions if one 

checker can monitor both directions. 

all trips on all routes for a day 

type (weekday, Saturay, Sunday). 

By route or route group & day type: 

all trips in both directions on a 

route for all time periods in the 

day type. Use route groups if 

routes are interlined. 
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a checker to cover more trips than he would if he stayed with 

the same driver, and eliminates the (minor) problem of having 

an unrepresentative sample because of 

characteristics of the driver or run. 

the particular 

Of course, every scheduling unit does not include the same 

number of trips in a given direction in a given period. 

Furthermc,re, runs can include trips in more than one period. 

Thus, thE!re is room for discretion in deciding how many times 

to sample each run or piece of a run in order to make the total 

number of trips covered in each period match or slightly exceed 
the required sample size. Once it is determined how often each 

run or piece is to be sampled, dates must be selected. 

Guidelines have been developed to aid in the selection of runs 

and dates and are incorporated in the Chapter 9 scheduling 

procedure . 

For ,a sample to be unbiased, there should not be over­

sampling of some groups of trips and under-sampling of others. 

Ideally, each trip should be sampled the same number of times. 
While this ideal can rarely be met perfectly, it should not be 

grossly violated. For example, if at least 23 trips are 

needed, and there are 5 runs in a day, each including two trips 

in each direction, then covering two of those runs three times 

and covering the other three runs twice is a "good" solution. 

Covering four of those runs three times and leaving the fifth 

unmonitored is not as good a solution, but could be considered 

acceptable if that fifth run were particularly difficult to 

cover and if there was no prior reason to believe that the 

trips belonging to that run were significantly different from 

the other trips . However, covering two of those runs six times 

and leaving the other three uncovered is not an adequately 

representative sampling plan. . Likewise, making all the counts 

on Mondays is not a good idea; spreading them over the days of 

the week provides a more representative sample. 

Another ideal is to avoid positive correlaton and take 

advantage of negative correlation. Positive correlation occurs 
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between a pair trips when a random factor that affects the item 

being measured is especially likely to be the same on both 

trips. The major instance of positive correlation is that 

trips occurring on the same day will usually be subject to the 

same traffic and weather condi·tions, so that if a long running 

time or a particularly high load is measured on one trip, it is 

likely to happen on the other trip as well. Therefore it is 

recommended that, when practical, ride checks be spread out 

over a number of different days, and that these days be, as 

much as possible, a cross-section of days of the week and the 

weeks of the season the sample is meant to represent. 

Separating these days by a week or more is a good idea since 

weather conditions often persist for a few days. 

Negative correlation between two trips means that a high 

value of, say, boardings on one trip is likely to be 

compensated by a low value on the other trip. With both 

boardings and running times, negative correlation between 

successive trips can be particularly strong on routes where 

buses tend to bunch. By monitoring pairs of successive runs in 

such cases, a more balanced sample will be obtained. 

In summary, then, the above guidelines suggest that counts 

be taken: 

o on as near a uniform cross-section of runs as possible; 

o on a number of different days, spread widely over the 
' season being monitored, and distributed as uniformly 

as possible over the days of the week; 

o by pairs of successive runs on routes where buses tend 

to bunch. 
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7.2 . 2 Point Checks 

The: obvious sampling unit for point checks is a block of 

time a few hours in length, since moving checkers frequently is 

costly. The block of time should correspond to a time period 

to ensure that time periods are covered evenly. If a time 

period is particularly long, as on a weekend day, the 

scheduling unit could be a portion of a time period. 

Because point checks can often monitor a number of routes 

at once, all the routes being monitored at a given point should 

be scheduled as a group. Since in most situations a checker 

can monitor trips in only one direction, the directions can be 

scheduled separately. {If both directions can be monitored by 

the samt~ checker, the directions should not be separated.) 

Time periods can also be scheduled separately. Of course, when 

selecting dates, all time periods and directions must be 

considered together to avoid exceeding staffing levels . 

The number of days that point checks must be taken is 

determin,ed by first calculating the net sample requirement for 

each of the data items being monitored with point checks . The 

net sample requirement for a data i tern in a particular R/D/TP 

(route/direction/time period combination) is its sample 

requirement minus the number of ride checks scheduled for that 

R/D/TP. The net sample requirement is then used to calculate 

the net day requirement. The net day requirement is the net 

sample requirement divided by the number of trips per day 

operated in that R/D/TP, rounded up to the next whole number. 

The net day requirement is calculated for each data item being 

monitored by point checks. Finally, the number of days of 

counts needed at a point is the maximum number of days needed 

by any data item on any of the routes being monitored at that 

point. 

Aftei= the number of days of counts needed in each R/D/TP is 

determint!d, the scheduling units {time periods or pieces of 

-113-



time periods) are assembled into daily work assignments. The 

work assignments should be prepared to minimize travel between 

points and slack time and to conform to work rules. 

The selection of representative days in important in 

assembling work assignments. Dates must of course be well 

distributed in order to stay within staffing levels on each 

day. When two or more days of checks are called for, they 

should be spaced widely over the season and be on different 

days of the week in order to maximize representativeness. 

Consi~eration must also be given to the occurrence of inclement 

weather, adverse traffic conditions, many missed trips, or 

other factors causing •extraordinary" patterns of operations 

and patronage. From a systemwide point of view, including 

counts taken on such days is important since it would be 

incorrect to under-represent extraordinary days. From a 

route-level point of view, however, counts taken on such days 

cannot be trusted as representative for making route- level 

decisions, and should be repeated . These substitute counts 

should not be included in making systemwide estimates, however . 

7.2 . 3 Driver Checks 

The day is the recommended sampling unit for driver 

checks. This is recommended because of the low cost of 

operator-made counts and the operational difficulties of having 

operators count selected, rather than all , trips during a day. 

All R/D/TP's of the same day type (weekday, Saturday, 

Sunday) should be scheduled together as a group . The day 

requirement of any R/D/TP is simply the number of trips needed 

for that R/D/TP divided by the number of trips operated per day 

on that R/D/TP. Then the number of days of counts for a 

particular day type is the largest number of days required by 

any R/0/TP in the scheduling group. 

7.2 . 4 Automated Checks 

For automated checks, the basic sampling unit is the 
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vehicle block, since the counting uni ts are installed in the 

vehicles. If a block is particularly long, it can be split 

into pieces. Otherwise the scheduling of automated checks is 

the same as scheduling for ride checks. 

7.3 Sampling Plans for Passenger Surveys 

There are a large number of issues which must be addressed 

in the design and conduct of an on-board survey. Many of these 

issues, such as questionnaire design, are covered in textbooks 

on survey design. Some references related to transportation 

surveys are listed at the end of this chapter. The focus of 

this section is on statistical issues in survey design and on 

other basic issues. 

One issue is the selection of the data items to be 

collected .. It is recommended that surveys be used only for 

measuring data items that cannot be measured by any other 

means, because of the low response rate that typically occurs 

in surveys. For example, surveys should not be used to measure 

passenger-miles, boardings at stops, or boardings by fare 

category, all of which can be measured directly using ride 

checks. 

Surveys are generally used to measure a large number of 

data items, some of which are averages and some category 

proportions. The number of completed questionnaires needed to 

attain the desired accuracy level for each item can be computed 

using the tables and formulas of Chapter 6. With category 

proportions, the approach of using absolute equivalent 

tolerance (i.e., the tolerance that would be desired if the 

value of the proportion were O. 5) can be used through the 

application of either Table 6.Sa or equation (6.6a). 

Alternatively, the survey designer may want to specify absolute 

tolerances; for each proportion, each corresponding to a prior 

estimate of the proportion. In this instance, either Table 

6.5b or equation (6.6b) would be used. In either case, 

required sample size is computed for each item. The number of 

completed questionaires is then set at the largest sample size 

that is required for a data item. 
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For example, 
period is to 

a survey on a certain route/direction/ time 

be designed to determine the following 

characteristics at a 901 confidence level. 

Characteristic Expected Proportion (Range) Desired Tolerance 

A. Passholder 15 - 201 +4·. 01 
B. Age under 16 20 - 251 +5.01 
c. -Age greater 

than 65 3 - 41 +1.51 

To determine the sample size for each of these three category 
proportions, the upper limit of the expected proportion range 

· is taken as a conservative estimate of the proportion p. 
Interpolating very roughly on Table 6.Sb, it is found that 

characteristic A requires about 276 completed surveys; 

characteristic B, about 230; and characteristic C, about 660. 

Since the required sample size for Characteristic C is the 
larg~st, ~quation (6.6b) is used to evaluate it precisely, with 

the result that 3(.04) (.96)/(0.015) 2 = 512 completed 

questionnaires are needed. Then, if the minimum response rate 

is estimated to be O. 3, the number of surveys that should be 

distributed is 512/0.3 = 1707. 

Passenger surveys are also used to estimate values for 

averages. For example, the average number of trips taken in 

the last month per passholder may be desired with a +5% 

tolerance at the 90% confidence level. This is a simple 

average that .can be estimated directly using the approach of 

Section 6.1, where each responding passenger is considered an 

observation. The prior estimate is 24 trips per passholder, 

with a standard deviation estimate of 4. Using these estimates 

and equation (5.6), the coefficient of variation, is calculated 

as v • 4/24 • 1/6. From equation (6.1), the required sample 

size is then: 

n • 3.24 (1~6)
2 

• 36 
(. 05) 
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A low estimate that only 12% of the survey respondents will be 

passholders is used to calculate the number of completed 

questionnaires desired, since in any particular survey the 

sample proportion of passholders could vary. Using this value, 

it is calculated that 36/0 .12 = 300 completed questionnaires 

are required. Since this is les s than the 512 required for the 

categorical data, the total required sample size remains 

unchanged . 

Once the number of questionnaires needed is computed, trips 

must be selected on which to distribute them. Questionnaires 

are generally distributed to every passenger on selected 

trips. With an estimate of boardings per trip, the number of 

trips needed is determined. 

A survey can be either conducted all in one day, in which 

case it is necessary only to s elect trips for surveying; or the 

survey can be administered over a period of time by sampling 

trips on different days. This second approach has the 

advantage of being less subject to abnormal conditions on the 

day of the survey, but has the disadvantage that it makes it 

more likely to survey a person more than once. If this 

approach is taken, runs for survey distribution can be selected 

in accordance with the guidelines given for ride checks in 

Section 7.2.1 and in the scheduling procedure of Chapter 9, 

step S4. 

The accuracy of a completed survey is the final 

statistical issue which must be addressed. Once the 

questionnaires have been distributed, collected, and processed, 

the actual number of responses is known, as are the actual 

values of each category proportion and average. 

The accuracy of values of averages can be determined by 

using either Table 6.2(b) or equation (6.2b). For example, it 

was found in the example cited above that of the 400 responses, 

18% (72) were passholders. For this sample of passholders, the 

mean and standard deviation of trips taken per passholder were 
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25 and 5, yielding a coefficient of variation o f 5/25 = 0 . 2 . 

The tolerance obtained from the sample of 72 passholders 

(t=l.7, from Table 6.3) was calculated using equation (6.2b) 

to be 

d = (1.7) (0.2) 

./72 
= 0.04 

or +4% . 

Either equation (6 . 8) or Table 6.6 can be used to 

determine the absolute tolerance achieved for category 

proportions . For the example just cited, 1,600 surveys were 

distributed and, due to a low response rate, only 400 surveys 

were completed (25% response rate). From these responses, the 

actual proportions were computed as shown below. 

Characteristic 

A. Passho lde r 
B. Age under 16 
c. Age greater than 65 

Actual Proportion 

18% 
30% 

3% 

Tolerance 

+3 . 2% 
+3 . 8% 
+1.4% 

The tolerance s we re compute d from equation (6 . 8) , assuming 

a 90% confidence level (t=l.66, from Table 6.3). For example, 

the tolerance for proportion passholders was computed as 

= 1.66 

or +3.2%. 

. 18(1-0.18) 

400 
= 0.032 

In addition to the statistical accuracy issues, there are a 

number of other operational issues which must be addressed. 

These include the following issues. 

1. Should the questionnaire be hand-in or mail-back? 

In order to maximize the response rate and to avoid 

bias, it is suggested that both options be prov ide d to 

-118 -



the passenger. Response rates are usually higher on 

hand-in surveys; however, on crowded buses, it is 

difficult for passengers to complete a long question­

naire en route. Without a mail-back option response, 

the survey may be more biased towards those boarding 

early enough to get a seat. 

2. Should the survey be conducted inbound ( or outbound) 
only? 

Surveying in one direction only is a common method for 

avoiding asking the same person to fill in the 

questionnaire twice; however, it fails to provide 

information on the timing and even the routing of the 

return trip . If this approach is adopted, it is 

advisable to request limited information on other 

transit trips made that day. Whether conducted in one 

or both directions, passengers should be instructed 

whether or not to fill out a second questionnaire if 

they completed one previously. There should also be a 

place on the survey to indicate if the passenger has 

previously completed a survey. 

3. What is the expected response rate? 

Not every passenger fills out a survey form. The 

response rate depends on such factors as crowding, 

route length, and survey length. Transit properties 

around the country have experienced response rates 

ranging from 15 to 90 percent. It is always best to 

be conservative in projecting response rate (i . e., 

project a low level of response), since the cost of 

handing out more surveys than necessary is not likely 

to be great, and it is not necessary to process all 

surveys returned if the response rate exceeds 

expectations. 
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5. How can bias be dealt with? 

The problem of bias is always present in surveying. It 

exists when the survey responses are not representa­

tive. Any device to reduce the probability of dif­

ferential response rates should be used, including: 

1. Offering questionnaires to all passengers on a 

bus, to avoid bias int roduced through the selec­

tion of passengers by the survey administrators . 

2. Providing a mail- back option to avoid higher 

response rates from those obtaining seats. 

3. Keeping the questionnaire simple so that everyone 

can understand it . 

4 . Making foreign language versions available in 

heavily ethnic neighborhoods . 

5. Selecting buses on which to survey either randomly 

or uniformly from the time period of interest. 

6. Obtaining control totals at fine enough levels of 

disaggregation to allow use of expansion factors 

as described below. 

Once the survey has been completed, control totals for 

different segments of the population can be used to 

determine each segment 's response rate. Based on 

these response rates, expansion factors are computed 

for each population segment. For example, suppose 

that the survey results for a route, when compared 

with control totals, show two distinct response rates 

for different segments of the route. Expansion 

factors should then be estimated for each segment 

separately, rather than for the route as a whole. 

Expansion by population segment can reduce bias 

substantially. The population can be segmented into 

other kinds of categories as well (e.g., fare 

category), if control totals and response rates can be 

measured on this basis. 
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CHAPTER 8 

PROCEDURE FOR OVERALL DESIGN OF DATA COLLECTION PROGRAM 

A step-by-step procedure for designing a data collection 

program is presented in this chapter. The steps in the 

procedures are presented on the left pages of this chapter. 

For each step, the reader is referred to a specific section of 

the manual to which contains further information about the 

step. On the facing right pages, an example is provided which 

shows how the steps are applied. 

SETTING FOR EXAMPLE 

The transit system which is used has 20 routes. Automatic 

passenger counters are not available, but drivers are able to 

collect trip revenue data on a limited basis since the system 

has registering fareboxes . In addition, there is now a 

budgeted line item for hiring checkers and processing data. 

In this example, only one route in one direction for one 

time period ( inbound a. m. peak) will be fully examined at the 

route level. This route, Route 1, uses 7 buses in the a.m. 

peak and carries les than 30 passengers per trip both inbound 

and outbound. Running time for Route 1 in the a.m. peak is 

approximately 35 minutes in each direction. Part of Route 1 

lies within an adjacent town, which contracts with the transit 

system to provide partial service. Boarding counts for the 

route segment within this jurisdiction are needed to fairly 

allocate subsidy requirements. 

At some points in the procedure, it will be helpful for the 

sake of illustration to examine more than a single 

route/direction/time period. Thus, at different points in the 

procedure additional routes are included in the analysis. 
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1. DETERMINE DATA NEEDS 

1.1 Inventory Data Needs (Section 2 . 1) 

A system-wide 

determine what 
survey should be conducted to 
data items are used by each 

department, how they are used and how often they 

are used. Of special importance are the data 

items required by UMTA Section 15, which are 

systemwide boardings and passenger-miles. The 

data items needed by a typical large American 
system are listed in Table 2 .1. Suggested level 

of detail for key data items is shown in Table 2.2 . 

1.2 Baseline Phase Data Needs - Route Level (Sections 
2 . 1 , 2.3, 4.2, 5 . 1) 

Based on the inventory of Step 1.1, specify the 

route-level data needs of the baseline phase. To 

this end, specify: 

o data items needed 

o time periods for which item is needed 

o when segment-level data are needed , and 

what constitutes a segment 

Also determine: 

o whether all data items will be measured by 
direction 

o the confidence level . 

Then, following the guidelines of Section 5.1.1, 

specify for each item, by direction and time 
period, 

o tolerance desired 

Recommended tolerances are given in Table 5.1. 

For time periods shorter than 3 hours long, 
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1. 

-EXAMPLE-

EXAMPLE FOR OVERALL DESIGN PROCEDURE 

DETERMINE DATA NEEDS 

1.1 Inventori Data Needs 
A questionnaire was prepared for the different 
managers in the system, asking them to report the 
data items that they now use or would like to 
have, the level of detail needed, how they use the 
data, and how accurate and current the data should 
be. The questionnaire was distributed to all 
relevant managers, including service planning, 

scheduling, transportation, finance, and general 
manager. The reported needs were clarified 
through follow-up conversations. The results are 
listed in the following sections. 

1.2 Baseline Phase Data Needs--Route Level 
Route-level data items needed (from needs inventory): 

peak point load (average) 
boardings - entire route 

boardings in adjacent town 
passenger miles 

running time 
% passengers using pass 

I riders owning car 
I trips on time 

(average) 
(seg't-level average) 

(average) 
(average) 

(category proportion) 

(category proportion) 
(category proportion) 

Time periods: The system has 4 analysis periods 

on weekdays: morning peak (6 a.m. - 9 a.m.)1 base 

(9 a.m. - 3 p . m.) 1 evening peak (3 p.m. - 5: 30 
p.m.)1 and night (5:30 p.m. to closing). Saturday 

and Sunday are 
periods. The 

not 
five 

schedule adherence 

broken down into analysis 
averages listed above and 

are desired for every time 
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multiply 

factors 

tolerance 

these tolerances 

in Table 5.2. For 

by the 

is used. 

averages, 

For 

adjustment 

relative 
category 

proportions, using absolute equivalent tolerance 

(AET, as explained in Section 5 .1) is the easiest 

way to specify tolerance. The other way to deal 

with category proportions is to specify an 

absolute tolerance (AT); it should be specified in 

reference to an estimate of the proportion. 

1.3 Baseline Phase Data Needs - Systemwide (Sections 1.6, 

5 .1) 

Specify: 

o data items needed 

o time periods for which each i tern is 

needed 

o confidence level (95% specified for 

Section 15 data, and recommended for 

all other systemwide data) 

o tolerance (+10% specified for Section 

15 data; follow guidelines of Step 

1.2 and Section 5 . 1.1 for other items) 

Be sure that the same items requested for the 

system level were also specified at the route 

level in Step 1 . 2 ( if not, add .them to the 

route-level specification). 
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-EXAMPLE-

period: the other two items 

ownership) are desired for 

(pass use and auto 

the three weekday 

daytime periods only . However, for th is example, 

only the weekday a.m. peak will be examined. 

Segment definition: the only segment-level item is 

boardings, for which the segment is the adjacent 

town contracting for service. 

By direction?: yes (all items). 

Confidence level: 90% (all items). 

Tolerance: Taken from Table 5.1 when applicable. 

Otherwise, chosen in accordance with the need for 

accuracy, as discussed in Section 5.1.1. Because 

the a.m. peak period is 3 hours long, no adjust­

ment to the tolerances in Table 5 .1 are needed. 

The chosen tolerances are: 

Item 

peak point load 

boardings (route-level) 

boardings (segment-level) 

passenger miles 

running time 

% passengers using pass 

% trips on time 

% riders owning car 

Tolerance 

+20% ""'-\ 

+30% 

+30% 

+30% 

~ 
'-=-
+.l AET 

+.l AET 

+.07 AT, with an 
estimate of 30% of 
riders owning a car. 

1.3 Baseline Phase Data Needs--Systemwide 

Data i terns: Only the required Section 15 data i terns, 

boardings and 

Because both of 

passenger-miles, 

these items have 

are needed. 

already been 

specified for the route level, no modifications to 

the route-level needs are necessary. 
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1.4 Monitoring Phase Data Needs - Route Level 

(Sections 4.3.1, 4.3.3, 4.3.5, 5. 1) 

a. Items needed in the monitoring phase are: items 

that need regular updating; a change indicator for 

passenger use; and running time (unless either 

running time or schedule adherence is on the list 

for regular updating). Where possible, make the 

change indicator be one of the items needing 

regular updating . In addition, specify for each 

i tern: 

o reporting period (i.e., how often it 

is needed - each quarter, each year, 

etc.) . 

b . Then determine 

0 the monitoring period (i.e., the 

basic scheduling per iod for the 

monitoring phase) • It is the 

reporting period of the data i tem 

with the smallest reporting period. 

1.5 Monitoring Phase Data Needs - Systernwide 

This step is the same as Step 1.3, e xc ept 

applied to the monitoring phase. In 

addition, specify for each item: 

o reporting period (i.e. , how often it 

is needed - each quarter, each year, 

etc.) 
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-EXAMPLE-

Time periods: The only breakdown by time period is 

into day type (weekday, Saturday, Sunday). 

Confidence level: 95% for all items . 

Tolerance: +10% for all items. 

1.4 Monitoring Phase Data Needs--Route Level 

a. Route-level data items that need regular updating 

(from needs inventory): 

b. 

Item 

peak point load 

boardings (route-level) 

boardings (segment-level) 

passenger-miles 

running time 

% trips on time 

Reporting Period 

quarterly 

quarterly 

quarterly 

annually 

quarterly 

quarterly 

Level of detail ( time periods, segments, directions) , 

confidence, and tolerance are all the same as in the 

baseline phase. Either boardings or peak point load 

can be used as a change indicator for passenger-use 

related measures such as pass use and auto ownership. 

Monitoring period: quarterly 

1.5 Monitoring Phase Data Needs--Systernwide 

As in the baseline phase, · only boardings and 

passenger-miles will be collected at the 

systemwide level, using the same time periods, 

confidence level and tolerance as the route 

level. Reporting period for both items is a year. 
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2. CHECK ROUTE-LEVEL TO SYSTEMWIDE AGGREGATION 

5. 1.2) 

(Section 

• 

2.1 Baseline Phase 

a. Systemwide averages can usually be obtained at the 

desired tolerance by simply aggregating 

route-level data at the tolerance specified in 

Step 1.2. Table 5.3 indicates what the systemwide 

tolerance will be depending on the number of 

routes and the specified route-level tolerance. 

These tables indicate that it will be the 

exception rather than the rule that the desired 

systemwide tolerance is not achieved. Check these 

tables for each average required systemwide for 

each time period into which the systemwide data is 

segregated. 

b. If for any data i tern/time period Table 5. 3 does 

not give a clear indication that systemwide 

accuracy will be achieved, equation (5.2) (or 

equation (5.2a) if all routes have the same 

tolerance) can be used to compute the systemwide 

tolerance that will result from aggregating 

route-level data at the tolerances specified in 

Step 1.2. 

If this resulting systemwide tolerance exceeds the 

desired tolerance specified in Step 1.3, 

route-level tolerances must be narrowed until the 

systemwide tolerance (as computed from equation 

( 5. 2)) is in compliance. Guidance for narrowing 

route-level toleran,ces is offered at the end of 

Section 5.1.2. 
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-EXAMPLE-

2. CHECK ROUTE-LEVEL TO SYSTEMWIDE AGGREGATION 

2.1 Baseline Phase 

a. For b,oth boardings and passenger-miles, the 

route-level tolerance was chosen to be +30%, and 

the required systemwide tolerance is +101. The 

system has 20 routes, each having boardings and 

passenger-miles measured in two directions in 4 

periods on weekdays and in 2 periods on Saturdays 

and Sundays. Thus, there are 160 route/direction/ 

time period combinations on weekdays, and 80 on 

Saturday and Sunday. Table 5.3 indicates that the 

will be in the 

0.03 (.±,31), well 

resulting systemwide tolerance 

neighborhood of 0.01 (±11) to 

within the required level of +101. 

b. If the results of part (a) are . not convincing, 

equation (5. 2a) is used to compute the resulting 

systemwide tolerance (equation (5 .2a) can be used 

rather than (5.2) since every route uses the £301 

tolerance). To demonstrate the use of (5.2a) 

applied to boardings, vbet' the between-route 

coefficient of variation of boardings, is needed. 

Previous data on average weekday boardings for 40 

route/direction combinations is available. (The 

data are not broke-n down by period.) These data 

are : 

Boardin9s Boardin9s Boardings 
Route in out Route in out Route in out 

1 300 150 8 200 100 15 100 80 
2 500 300 9 150 100 16 100 80 
3 350 150 10 150 100 17 100 eo·-
4 400 300 11 150 100 18 so· 4.0 
5 200 100 12 150 100 19 .50 30 
6 200 - 200 13 100 so 20 s·o 30 
7 200 200 14 100 so 

(summary statistics shown on next page) 
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2.2 Monitoring Phase 

This step is the same as Step 2.1, except applied 

to the monitoring phase. Exception: if the 

reporting period for a systemwide item is greater 

then the standard monitoring period (determined in 

Step 1.4), then multiply the number of routes 

contributing to the systemwide total by the number 

of monitoring periods in the systemwide reporting 

period. 
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-EXAMPLE-

xbet = between-route average boardings• 147.3 

Sbet = between-route standard 
deviation of boardings -105.2 

vbet = sbet/ Xbet = 105.2/ 147.3 = 0 . 71 

Because the available data are not broken down by 

time period, one of two approaches can be taken. 

One is to guess what vbet would be if it were 

ba sed o n 80 or 160 R/D/TP' s ( it will undoubtedly 

be greater; a reasonable guess is 1.0). Instead, 
the chosen approach is to see if the required 
systemwide tolerance would be achieved with only 

40 R/D/ TP' s . (If so, the required tolerance will 

certainly be achieved with 80 or 160 R/D/TP's, 

even though vbet will be greater.) Using 

equation (5 . 2a), the resulting tolerance for 

systemwide boardings is computed to be: 

2 1 . 11 drt ✓l 1.11 ( • 3) /1 +.72 
dsys 

+ vbet = = 0.064 = 

2.2 

m 40 

which is still well within the required +101 limi t. 

Monitoring Phase 

Since the same tolerances apply to the monitoring 

phase as to the baseline phase, the results of Step 

2.1 apply to the monitoring phase. Further- more, 
since the reporting period for route-level boardings 
is quarterly in the monitoring phase while 
systemwide it is annual, systemwide boardings can be 
considered as an aggregation of 160 routes (20 

routes, 2 directions, 4 reporting periods), and so 

will clearly meet the requirements of a !101 

tolerance. 
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3. DETERMINE BASELINE PHASE 
CONVERSION FACTOR DATA) 

SAMPLE SIZES (EXCEPT FOR 

Use a "Baseline Phase worksheet", shown in Appendix B, 

for each route/direction/time period to determine 

sample sizes. 

3.1 Averages (Except Segment-Level Boardings and Alightings) 

(Section 6.1) 

This step applies to all route-level items and all 

segment-level data items except boardings and 

alightings, which are covered in Steps 3.2 and 

3.3. For each item, fill in rows Bl-B4 of the 

Baseline Phase Worksheet according to the 

instructions below. 

Row Bl: Describe the item precisely, e.g. 

"load at point X", or "running time on 

segment Y." 

Row B2 : Enter d, the tolerance desired, 

according to the specifications of Step 

1.2. Enter d as a decimal (e.g. for +20%, 

enter 0.2). 

Row B3: Enter v, the coefficient of variation 

(C .o. V.) estimate. If existing data are 

available, c.o.v. estimates can be 

computed using equations (5.4)- (5.6). If 

data from two different datasets are being 

combined, equation (5. 4a) should be used 

instead of (5.4). 

If there is not enough data to compute 

c.o.v. estimates, default values can be 

used. A set of default values for 

different categories of routes and time 

periods is shown in Table 5.4. A system 

may also develop its own set of default 
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-EXAMPLE;_ 

3 •. DETERMINE BASELINE PHASE SAMPLE SIZES (EXCEPT FOR CONVERSION 
FACTOR DATA) 

Since this example deals with 
route/direction/time period, only one 

Phase Worksh~et" is used •. 

only one 

•ease line 

3.1 Averages (Except Segment-Level Boardings and Alightings) 

This step is performed on the top part of the 

worksheet. 

Row Bl: Fill in items from Step 1.2. (See partially 

filled in· worksheet at the end of this step.) 

Row B2: Fill in tolerance · from Step 1.2. 

Row B3: With existing data (shown below.) for Route 1, 

weekday a.m. peak, inbound, the. coeffici,nt of 

variation of route-level boardings and peak point 

load can be calculated. As explained in Section 

5.2 . 4, there should be at least 12 datapoints 

(more is better) , and these should be a random or 

representative sample. The existing data are: 

Load at 
Trip Boardings Peak Point 

1 40 32 
2 32 24 
3 25 15 
4 25 18 
5 22 15 
6 20 16 
7 20 13 
8 20 12 

Summary statistics 

X (Average) : -
s (std dev): 

v = s/X: 

Boardings 

20.5 
7.57 

.369 

-137-

Load _at 
Trip Boardings Peak Point 

9 18 14 
10 16 15 
11 15 12 
12 15 - 10 
13 15 9 
14 -13 9 
15 12 10 

Load at Peak Point 

14 . 93 
6.12 

.410 



values using its own data and route 

classification scheme • 

• 
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-EXAMPLE-

For running time there are data on only 10 recent 

trips. However, this data can be augmented (see 

Section 5.2.4) with data from a previous year: 

Running 
(recent 

34 
36 
35 
42 
41 

Time 
data) 

40 
38 
36 
40 
39 

Running Time 
(previous data) 

35 35 
35 38 
42 37 
39 42 
40 35 

Average: Xl = 38.1 x2 = 37.8 

Std 

sample 

dev: sl = 2.72 s2 = 2.85 

size: nl = 10 n2 = 10 

Then from equation (5.4a): 

= 

2 2 s 1 (n1 - l) + s 2 (n2- 1) 

(n1 - 1) + (n2 - 1) 

= 
9 + 9 

So s = ✓7.66 = 2.77 

s 2.77 

38.1 
and v = = 

recent mean 

= 7.76 

= 0.073. 

Since no data on passenger-miles is available, the 
default c.o.v. from Table 5.4 is issued. It is 

0.42. 
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Row B4 : From either Table 6.1 or equation 

(6.1), determine n, the sample size 

required, based on d (Row B2) and v (Row 
B3) • 

-140-



-EXAMPLE-

Row B4: 

For peak point load, 
(from Table 6 .1) is 
was approximated as 
Alternatively, using 

with v • 0.410 and d • 0.2, n 
approximately 13. (Note a v 

0.40 for reading the table.) 
equation (6.1): 

3.24 v 2 

= 
3.24 (.41) 2 

(0.2) 2 

which rounds up to 14. 

• 13.6 

For boardings, with v • 0.369 (approximate as 
0.40) and d • 0.3, n • 6 (from Table 6.1). 

For running time, with v • 0.073 and d • 0.1, 

Table 6 .1 indicates that n is no more than 4, 

therefore n is set at 4. 

For passenger-miles, with v = 0.42 (approximate as 
0.40) and d = 0.3, n = 6 (from Table 6.1). 

ll!GMENT LEVEL IOU%>UIGS Aln> ALJGWTUIC:S 

•• 1te11 

a10 H9Nnt 

_1 ------ -
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3.2 Segment-Level Average Boardings and Alightings 

(Section 6.2) 

This step applies to segment-level boardings and 

alightings. This step also applies to total 

boardings and alightings by category of 

passengers, provided the category is readily 

observable. Fare type and sex are examples of 

such categories. This step applies when the 

number of passengers, as opposed to the proportion 

of such passengers, is desired. Step 3.3 is used 

when the proportion of passengers in a category is 

desired. 

For each item, fill in rows B9-B15 following the 

instructions below. 

Rows B9 
and B10 : Describe precisely the i tern and the 

segment to which it applies. 

Row B11: Enter d, the tolerance desired, 

according to the specifications of Step 

1.2. Enter d as a decimal (e.g. for ±20%, 

enter 0.2). 

Row B12: Enter X, the estimated average of the 

route-level item. 

Row B13: Enter vX, the coefficient of 

variation (C .o.v.) of the route-level 

item. It was already entered in Row B3 of 

the same worksheet. 
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-EXAMPLE-

3.2 Segment-Level Average Boarding and Alightin2s 

This step is performed on the middle part of the 

Baseline Phase Worksheet. The only data item to which 
it applies is boardings on the segment in the ad·jacent 

town. 

Rows B9, B10: Fill in item and segment description 
(boardings in adjacent town) from Step 1.2. 

Row B11: From Step 1.2, enter the segment-level 
tolerance, d5 • .3. 

Row B12: Enter the estimated average route-level 

boardings, XRT • 20.5 (from Step 3.1). 

Row Bl3: Copy the route-level c.o.v., vRT•.369 from 
row B3. 

IASILINI PHAII IC>J~IHIIT 

Jtouu ,_J_ DirecUoru ;,. bPII "' 

AVERAGES 

11 itea, CX ) ,~~ w 60Q,t'ct,~r faH -fll,lf~ I ~ij~~~:r·• 
I 

.... ~ .j 

• 2 d o.~ 0.1 0-1 0 . 1 
IIJ YX D.1110 o. J,9 0-'4~0 o. o, 3 
84 n ,., 

' "' 41 
• 5 n 

I 16 i 
DI vx 
IID " 

SEGMENT L~L tOARI)JNGS AND AI.IGHTJNGS 
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Row Bl4: Enter f, the estimated fraction of 

the route-level i tern that belongs to this 

segment. (Thus the estimated segment-

level average is fX.) 

Row BlS: From either equations (5.7) and (6.3) 

or equation (6.4) with Tables 6.1 and 6.4, 

determine and enter n, the sample size 

needed. 

3.3 Category Proportions (Section 6.3) 

This step applies for finding the proportion of 

observations (trips, passengers, etc.) that lie in 

a category, e.g. fraction of trips on time, 

fraction of passengers transferring to Route x. 
For each item, fill in Rows B20-B24 of the 

Baseline Phase Worksheet according to the 

instructions given below. 

Row B20: Describe the item and category, e.g., 

• t .r ips on time", •passengers transferring 

to Route Y." 

Row B21 -
Row B23: Either row B21 or rows B22-B23 must 

be completed. Row B21 applies when an 

absolute equivalent tolerance (AET) is 

specified; rows B22-B23 apply when an 

absolute tolerance (AT) is specified. 

Row B21: Enter de' the absolute equivalent 

tolerance, as specified in Step 1.2. 

Row B22: Enter p, the estimated proportion . 

lying in the category. 

Row B23: Enter 

tolerance 

da, the 
appropriate 

specified in row B22. 
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-EXAMPLE-

Row Bl4: Since there are no hard data on the ratio of 

segment ridership to route ridership, it is 

estimated (perhaps from talking with drivers on 

the route) as 30%, so f=0.3. (See Section 6.2.) 

Row BlS: From Table 6 .1, na=6 for the segment-level 

tolerance d 5=.3 and the route-level coefficient 

of variation vRT=.369. Next, from Table 6.4b, 

nb=S is 

required 

found 

sample 

for f=.3 

size for 

and 

the 
XRT=20. The 
segment-level 

boardings is then n = na+nb = 6+5 = 11. 

3.3 Category Proportions 

This step is performed on the bottom part of the 

Baseline Phase Worksheet, shown at the end of the 

chapter. 

Row B20 : Enter the three categorical items of Step 1.2, 

which are fraction of riders using a pass, 

fraction of riders owning a car, and fraction of 

trips on time . 

Rows B21 - B23: For the first and third items, AET is 

used, so Row B2 3 is filled in. For the second 

item, AT is used, so Rows B24 - B25 are filled in. 

Row B21: For "% riders using pass" and "% trips on 

time", the absolute equivalent tolerance was 

specified in Step 1.2 as d = 0.1 . 
e 

Row B22: For "% riders owning a car", 0.3 was the 

educated guess of the fraction of riders owning 

cars made in Step 1.2. 

Row B23: Assuming that 30% of the riders own a car, 

an absolute tolerance of 7% or 0.07 was specified 

in Step 1. 2, implying a range of uncertainty of 

23% to 37%. 
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Row 

0 

B24: Determine n, the number of 

observations needed, using the 

instructions below. Note that the units 
for n can differ according to the data 

item: e.g. for fraction of trips on time, 

a trip is an observation, while for 

fraction of passengers transferring to 
Route Y, a passenger is an observation. 

If absolute equivalent tolerance (Row B23) 

was used: Determine n from Table 6. Sa or 

equation (6. 6a) • 

o If absolute tolerance ( Rows B24, B25) was 
used: Determine n from Table 6.Sb or 
equation (6.6b). 
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-EXAMPLE-

Row B24 : For both •1 riders using a pass• and •1 trips 

on time•, the sample size. is n=71 from Table 6.Sa. 

Thus, samples of 71 passengers for the first item 

and 71 trips for the · second item are needed. 

Interpolating from Table 6.5b, it is found that a 

sample of 127 passengers is needed to estimate the 

"% riders owning a car• (for p = 0.3 and da c 

0.07). 
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4. DETERMINE BASELINE SAMPLE SIZES FOR CONVERSION FACTORS 

The ratio between the average of an 

easy-to-collect "auxiliary" item X and the average 

of a difficult-to-collect "inferred" item Y can 

serve as a conversion factor in the monitoring 

phase. To estimate a conversion factor, a sample 

of paired observations (observing both X and Yon 

the same trip) must be made in the baseline 

phase. A separate conversion factor 

route/direction/time period (R/D/TP) 

computed. Use a "Conversion Factors 

for each 

should be 

Worksheet", 

illustrated in Appendix B, for each R/D/TP. 

4.1 List Potential Conversions (Sections 4.3.2, 4.3.5) 

On each worksheet, list 

conversions contemplated. 

all the potential 

Row Cl: describe precisely the auxiliary item. 

It is called "X". 

Row C2: describe precisely the inferred item. 

It is called "Y". 

Row C3: enter dm, the desired tolerance of 

the inferred item in the monitoring phase, 

as specified in Step 1.4. Enter dm as a 

decimal (e.g., for +20%, enter 0.2). 
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•EXAMPLE· 

4. DETERMINE BASELINE SAMPLE SIZES FOR CONVERSION FACTORS 
Only one route/direction/time period (Route 1 inbound, 
weekday a.m.) is examined in this example, so only one 
Conversion Factors Worksheet is used. 

4.1 List Potential Conversions 

( a) 
( b) 
( C) 
(d) 
(e) 
( f) 

Data items which are more difficult to collect in 
the monitoring phase are boardings and 

passenger-miles. Hopefully, these can be 
estimated from the peak load figures. 
Furthermore, Route 2's peak load point, henceforth 
called PP2, is passed by Route las well as Route 

2. Route l's peak load point (PPl) is only half a 
mile away . Therefore, it would be nice to be able 

to measure load on both routes at Route 2 's peak 

load point and infer the other items from the 
resulting loads. An alternate auxiliary item is 
revenue, since the driver can collect this data by 

trip on an occasional basis. Possible conversions 
are thus: 

Row Cl: 
auxiliary item 

point load at PP2 
point load at PP2 
point load at PP2 
revenue 
revenue 
revenue 

Row C2: 
inferred item 

point load at PPl 
boardings 
passenger-miles 
point load at PPl 
boardings 
passenger-miles 

Rows Cl, C2: Information is entered as above. 

Row C3: In Step 1.4, it was specified that the 

tolerances used in the baseline phase should also 
be used in the monitoring phase. These tolerances 

were already entered in row B2 of the Baseline 
Phase Worksheet. They are 0.2 for conversions (a) 

and (d) and 0.3 for all other conversions. 
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4.2 Determine Sample Size for Representative Routes 

(Sections 6.4.1, 6.4.2) 

Apply this step to either every R/D/TP or to a 

number of representative R/D/TP's whose results 

can be extended to the entire system. It requires 

prior estimates of coefficients of variation and 

correlation coefficients. Default values for the 

C .o. V. 's of some i terns may be taken from Table 

5 . 4. If any of these prior estimates are not 

available, skip to Step. 4.3 . 

For each representative R/D/TP chosen, fill in 

Rows C4-C9 of that R/D/TP's Conversion Factor 

Worksheet for each conversion. 
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4.2 

-EXAMPLE-

CONVERSION FACTORS WOMSHEET 

-- --- --- --- --- -- -

Determine Sample Size for Representative Routes 
The only data available with which to test 

conversions is an old set of on-off counts and 

the 

trip 

revenue conducted on Route 1. Fifteen a.m. peak 

period trips were observed. These . were 
conjunction with peak load counts at PPl. 

done in 
No load 

counts were taken at PP2. The relevant data from 

these counts are tabulated below. With these data, 
conversions (d) and (e) can be directly analyzed. 

Trip 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 

Test Dataset for Route 1, Inbound 

Boardings 

40 
32 
25 
25 
22 
20 
20 
20 
18 
16 
15 
15 
15 
13 
12 

Load at PPl 

32 
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24 
15 
18 
15 
16 
13 
12 
14 
15 
12 
10 

9 
9 

10 

Revenue 

24.10 
18.45 
13.75 
14.90 
12.10 
11.65 
10.15 

9.65 
9.50 
8.95 
8.25 
9.30 
8.40 
7.15 
6.50 



Row C4: Enter vX, the prior estimate of the 
coefficient of variation (C.O.V.) of x. 

Row CS: Enter vy, the prior estimate of the 

C.O.V. of Y. 
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-EXAMPLE-

Averages, standard deviations, coefficients of 

variation, and correlation coefficients are computed 

using either a statistical package or equations 

(5 . 4)-(5.6) and (6.11)-((;.12). The results are: 

Boardings Load at PPl Revenue 

Average: 20.53 14.93 11.53 
Std. Dev.: 7.57 6.12 4 . 70 
Coef. of .369 .410 .408 

Variation 

Correlation Rev-Brd Rev-PPl Brd-PPl 
Coeff's 0.98 0. 95 0.95 

Row C4: For conversions (a) and (b) (involving load at 

PP2), information about load at PP2 is not directly 

available. However, since PP2 is very close to 

PPl, it is assumed that the loads at the two points 

have very similar character is tics. Therefore, the 

prior estimate of the C .o.v. for the load at PPl 

(.410) is used as an estimate of the c.o.v. for the 

load at PP2. 

For conversions (d) and (e) (involving revenue), 

the prior estimate of the c.o.v. of revenue is 

0.408 (from the dataset above). 

For conversions (c) and (f), no information is 

. available on passenger-miles, so Step 4 .2 is 

skipped for these columns. 

Row CS: From ,the dataset above, the prior estimates 

of the C .o.v. are entered for both load at PPl 

(.410, columns (a) and. (d)) and boardings (.369, 
columns (b) and (e)). 
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Row C6: Enter rxy' 
the correlation 

and Y. 
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-EXAMPLE-

Row C6 : The correlation coefficients were estimated 

using the old set of on-off counts and trip 

revenue. However, for the sake of example, their 

calculation is illustrated here using the following 

equations: 

<Ex.y . ) n X Y 
l l 

Covariance= Cov(X,Y)= sXY = 

correlation 
coefficient = = 

n - l 

For conversion (a) (X = load at PP2, Y = load at PPl) 

No information is available on load at PP2. 

However, since PP2 is very close to PPl, the loads 

at the two points are assumed to be highly 

correlated . An estimate for the correlation 

coefficient of rpp2 , PPl = 0 . 96 is used. 

For conversion (b) (X = load at PP2, Y =boardings): 

The correlation coefficient load at PP2 to boardings 

cannot be determined directly but, due to the close 

proximity of PPl to PP2, it is estimated to be very 

close to the correlation coefficient of load at PPl 

to boardings. Therefore, for the conversion of PPl 

to boardings (with X = load at PPl, Y =boardings): 

Cov(PPl, Brd) = 

= 

521 7 - 15 (14. 93) (20 . 53) 

14 

44. 2 
= 0.95 rPPl, Brd 

(6.12) (7.57) 

= 44 . 2 

A lower value of O. 93 was used for r PP2 , Brd to 

reflect the uncertainty about the relationship 

between PPl and PP2 . 
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-EXAMPLE-

For conversion (d) (X • revenue, Y • load at PPl)1 

3007 - 15(11.53) (14.93) 
Cov(Rev, PPl) • • 27.3 

14 

27.3 

rRev, PPl • 
(4.70) (6.12) 

• 0.95 

For conversion (e) (X • revenue, Y • boardings): 

Cov(Rev, Brd) • 
4040 - 15 (11 . 53) (20.53) 

14 

35.0 
• 0 . 98 rRev, Brd • 

(4.70) (7.57) 
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Row C7: Enter B, the number of buses used on 

the route during the time period in 

question. 

Row CB: Compute the dummy variable L using 

equation (6.12). 
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-EXAMPLE-

Row C7: B, the number of buses operating on Route l 
during the a.m. peak is 7. 

Row CS: From equation (6.12) I 

L • 3.24 (V2 + v2 - 2vxvyrxy> 
7 X y 

m 

For conversion (a) : 

3.24 2 2 L = -- ( (.410) + (.410) - 2 (.410) (.410) (0.96)) • 1.089 
(. 2) 2 

For conversion (b): 

3.24 2 2 -
L = -- ((.410) + (.369) - 2 (.410) (.369) (0.93)) = 0.823 

(. 3) 2 

For conversion (d): 

3.24 2 2 L = ------.r ((.410) + (.408) - 2 (.408) (.410) (0.95)) • l.355 
(. 2) 2 

For conversion (e): 

3.24 2 2 L m 2 ((.408) + (.369) - -2 (.408) (.369) (0.98)) • 0.272 
(. 3) 
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Row C9: Compute n1 , the sample size 
required in the baseline phase, . from 

equation (6.13), unless the computed n
1 

is below 10, in which case set n
1 

equal 

to 10. 

4.3 Determine Sample Size on Other Routes (Section 6.4.2) 

This step is for R/D/TP' s which were not covered 

in Step 4.2, for which no entries were made in 
rows C4-C8. 

Row C9: Enter n1 , the sample size required 
in the baseline phase. Take n

1 
from Row 

C9 of a similar R/0/TP analyzed in Step 

4.2, or if there was none, set n1 ~ 15. 
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-EXAMPLE-

Row C9: Equation {6.13) is 

VX /L 
n1 = L + 1.7 + 7.6 d ~B 

m 
(round up to at least 10) 

Using figures from rows C3, C4, C7, and ca, n1 is 

computed as follows. 

Conversion ( a) : 

1.089 + 1.7 + 7.6 {.410/.2) J1.089/7 = 8.9 

Conversion ( b) : 

0.823 + 1.7 + 7.6 (.410/.3) Jo.a23;1 = 6.1 

Conversion ( d) : 

1.355 + 1.7 + 7.6 (.408/.2) J1.355/7 = 9.9 

Conversion (e): 

0.212 + 1.1 + 7.6 (.408/.3) Jo.21211 = 4.o 

In all these cases the computed figure is below 10, so 

n1 is rounded up to 10. 

4.3 Determine Sample Size on Other Routes 

On Conversion Factors Worksheets for R/D/TP 's similar 

to Route 1/inbound/a.rn. peak, the same sample sizes 
calculated in Section 5. 2 can be entered in row C9 for 

conversions {a), (b), (d), and (e) (see next page). 

For conversions {c) and (f) which involve passenger­

miles, there is no existing dataset on Route l or any 

other route. The default recommended value of 15 is used 

for n1 (see next page). 
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4.4 Narrow Set of Conversions (Section 5 . 4.3) 

If two or more conversions for the same inferred 

data i tern are listed on worksheets in Step 4. 1, 

eliminate those that are clearly less efficient . 

Factors that make a conversion efficient a r e : 

1. Its required baseline sample size i s small. 

2. The auxiliary i tern is already n e eded for 

the monitoring phase. 

3. The auxiliary item is easy and i nexpensive 

to collect. 

4. The auxiliary item has a small c oefficient 

. of variation v x· 
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-EXAMPLE-

CONVEJtSIOH l'AC'J'OJIS MOJUtSHEET 

lloute:_I_ Direction, inbi,uftd Ti•• Period, ,-fer. I'!. 

converaion : (a) (b) (c) (d) (e) (f) 
Cl auxlliary 

item (X I fP.2. tp.;i ff 1K Rnt"•t e-.,,u,we Rttt~e 
l;l infer red Hl ~oa,,,i~ I ,.,( - Iii ~~le i..J \ &o•'"'·'Y f~li ..... i t em (YI c, ... '""' 

C3 d., o. ~ O. l ().1 cu o.i o.~ 

;I C:<11 •a O.(flO o.,,o ... o.,ot D.lDf 
C5 ) '~ O.lf10 ' 1.l,, : -. ·· '-'~ . rJ. ,.,~ f).J'1 ;' ! Cf t:n D:t4- ·o.n , .. ; . ·i,;,r ».,t 

~-I C'1 • 7 .7 7 '") ., ., .. ca J. 1.9,, f).f.13 ,.sr'" .o.~,i -., . 
••• • ct -~- le:> ,o K .. H') .· .JD ,r . . 

ClO n1 actual 

• Cll i 

~--.!!- -~---- --- ------------ ---- -----

4.4 Narrow Set of Conversions 

Since the minimum figure of 10 was found for 

conversions using both the load at PP2 and the revenue as 

auxiliary items, and since both items can be measured in 

the course of the baseline phase ride checks (required for 

taking the paired sample), neither set of conversions 

could be e liminated. If the baseline data indicate that 

either item will give an acceptable tolerance, revenue 

will be chosen as the auxiliary item to use in the 

monitoring phase since it can be collected at no 

additional cost. (Drivers can collect this item on our 

system) • 
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S. SCHEDULE AND EXECUTE BASELINE DATA COLLECTION 

5.1 Schedule Data Collection (Chapters 7, 9) 

The step-by-step procedure for scheduling data 

collection activities is covered in Chapter 9. 

Follow this procedure to schedule non-survey data 

collection for the baseline phase. Survey data 

collection should also be scheduled at this time; 

however, it is not covered in this manual because 

of the complexities involved in administering 

surveys. Some guidelines for surveys, as well as 

for non-survey data collection, are in Chapter 7. 
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-EXAMPLE-

5. SCHEDULE AND EXECUTE BASELINE DATA COLLECTION 

5.1 Schedule Data Collection 
The scheduling of data collection activities for 

this example is illustrated alongside the procedure 
itself in Chapter 9 . It involves the scheduling of 

checkers and driver counts to meet the data needs of 

t he non-survey items . For th i s case, bo t h " % riders 

using a pass" and " % riders owning a car" must be 

measured using a survey, since the marketing staff 

would like to know the correlation of these two items 

and they must therefore be monitored jointly. 

The scheduling example of Chapter 9 demonstrates 

the coordinated scheduling of checkers and driver 

counts for the a.m. peak for Route 1 inbound alO!l9 

with Route 1 outbound and Route 2 . 

For the survey items, which will be gathered 

separately from the non- survey items , one item 

requires a sample size of 71 riders and the other a 

sample size of 127 riders (from row B26 of the 

Baseline Phase worksheet). The controlling sample 

size, therefore, is 127 passengers. Conservatively 

estimating 18 passengers per trip and a response rate 
of 30%, the number of trips needed is 127/18/0.3 c 24 . 
If drivers were distributing and collecting surveys, · 

we would repeat this procedure for every R/D/TP, a~d 

then find the day requirement of each R/D/TP by 

dividing the trip requirement by the number of . trips . 

per day . Then surveys would be distributed on all · 

routes on enough days to meet the day requirement of 

e very R/D/TP. If instead checkers distribute and 

c oll ect the surveys, survey distribution ~~6~ld be 

scheduled as a ride check using the procedure of 

Chapter 9 . 
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5.2 Execute Baseline Data Collection 

Baseline data collection can now be done. 

6. ANALYZE BASELINE DATA 

ANALYSIS) 

(EXCEPT FOR CONVERSION FACTOR 

This step uses all the baseline data, whether 

observed singly or in pairs. It is executed on 

the Baseline Phase Worksheets used in Step 3. 

6.1 Averages (Section 6.1) 

For each item in the top part of the Baseline 

Phase Worksheet, fill in Rows B5-B8 according to 

the instructions below. 

Row BS: Enter n, the actual size of the 

sample (number of trips). 

Row B6: Enter X, the average of the data item 

from the sample. 

Row B7: If the size of the sample (n) was at 

least 12, recompute 

coefficient of variation 

and enter the 

(C .o.v.) estimate 

vX (as in Row B3, Step 3.1). Otherwise, 

copy vx from Row B3. (Exception: if a 

route classification scheme is used to 

assign default values of vx, and the 

baseline data either have been processed 

to yield new default values or have 

changed the classification of a R/D/TP, 

enter the new appropriate default value.) 
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-EXAMPLE-

5.2 Execute Baseline Data Collection 

Using the results of the Chapter 9 scheduling 
procedure, we can carry out and compile the data. 

6. ANALYZE BASELINE DATA (EXCEPT FOR CONVERSION FACTOR 
ANALYSIS) 

6.1 Averages 

This step is performed on the top part of the same 
Baseline Phase Worksheet used in Step 3. 

Row BS: For route 1/ inbound/ a.m. peak, all the items 
in the top part of the Baseline Phase Worksheet 
were measured on 20 trips. 

Row B6: Item averages from the survey are entered · 
here, which were: for peak load, 17.11 for 
boardings, 23.61 for passenger-miles, 118.5; and 
for running time, 36.l. 

Row B7: Since the sample size was more than 15, we 

recompute the coefficient of variation (C.O.V.). 

For peak load, vx = 7.06/17.1 • 0.413 

c.o.v.'s for other data items were computed 
similarly and entered. 
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Row B8: Determine d, the tolerance attained, 

using either Table 6.2 or equation (6.2b). 
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-EXAMPLE-

Row BB: tv 

d = rn (equation (6.2b)) 

1.7(.413) 
For peak load, d = 

/20 
Tolerances for other data 

similarly. 
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6.2 Segment-Level Average Boardings and Alightings 

(Section 6.2) 

For each i tern in the middle part of the Baseline 

Phase Worksheet, fill in Rows B16-B21 according to 

the instructions below. 

Row B16: Enter n, the actual size of the 

sample (number of trips) • 

Row B17: Enter s, the average of the 

segment-level item from the sample. 

Row B18 : Enter v5 , the coefficient of 

variation of the segment-level item, 

calculated from the sample. 

Row B19: Compute and enter d, the tolerance 

attained, using equation (6.5) or Table 

6.2b. 
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-EXAMPLE-

6.2 Segment-Level Average Boardings and Alightings 

There is one item in this section 
worksheet: boardings in the adjacent town. 

of 

Row B16: The segment level sample size was the same 
as the route-level, 20. 

the 

Row B17: From the baseline sample, the average value 
was measured to be 6.6. 

Row B18: The c.o.v. for segment-level boardings was 
found to be 0.50. 

Row B19: Using equation (6.5), 

1. 7 (. 50) 
d = = 

JTo 
= .19 

IASEt.JNE POSE ll>IU.SIIEET 

ao11te1_/_ l>irection: iriboyr,t Ti•• Period:,., I.!) 
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I 16 
■ I 
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912 
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• i• .. , 
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ilea (X) ~k l.ou &..,,,,"'r AiH •111 ,k~ I ~ .. ~-:.:t,i• .... i i 
d o.:i I), 't () . ,. C.I 
YX (HIO () . ,,, ().lf~O C. Oil 
n "' I, I,. .. 
n :u, :,o :JO :u; 
i n., -~.I, '''" U . I 
YI C).1/1~ o. n.i f) . ?t, o. ,,r .. o .-..; f>. n V. J'!i r. ,,., r 
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6.3 Category Proportions (Section 6.3) 

For each item and category listed in the lower 
part of the Baseline Phase worksheet, fill in rows 
B27-B30 according to the instructions below. 

Row B25: Enter n, the number of observations 
actually made . 

Row B26: Enter p, the proportion of those 

observations lying in the category. 

Row B27: Determine da' 

tolerance attained, from 
or equation (6.7) . 
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•EXAMPLE-

6.3 Category Proportions 

Three category proportions are listed in the 
bottom section of the Baseline Phase worksheet. 

Row B25: For I riders owning a car and I riders using 
a pass, each completed survey is an observaton. 
The surveys were handed out on all trips, and 165 
usable surveys were returned . For schedule 

adherence, for which each trip is an observation, 
20 trips were observed. 

Row 826: It was found that 9.3 percent of the riders 

used a pass: 41.21 of the riders owned a car: and 
of the 20 trips observed, 17, or 85%, were on time. 

Row B27: Equation (6.8) was used to calculate I riders 
owning a car: 

d = t a -= 1. 66 
.412(.588) 

165 
• 0.064 

Calculations for the other items were made in a 

similar fashion. 
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-EXAMPLE-
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7. CONVERSION FACTOR ANALYSIS (Section 6.4) 

This step analyzes 

It is executed 

Conversions Factor 

the paired baseline 

for each R/D/TP 

Worksheet(s) used 

data only~ 

using the 

in Step 4. 

In each conversion the auxiliary item is called X 

and the inferred item Y. For each potential 

conversion listed, fill in rows Cl0-C21 using the 

instructions given below. 

(Note: If an item is listed on both the Conversion 

Factors Worksheet and the Baseline Phase Worksheet, 

its average and its c.o.v. may not be the same on 

both worksheets. On the Conversion Factors 

Worksheet, these statistics must be calculated 

from the paired data only, regardless of sample 

size . (Default c.o . v.'s should not be used, even 

if the sample size is below 12 . ) On the Baseline 

Phase Worksheet, these statistics are based on 

data observed individually as well as in pairs, 

and default c.o.v.•s may be used, particularly if 

the sample size is below 12.) 

Row Cl0: Enter n1 , the number of trips on 

which paired observations were made. 

Row Cll: Enter x, the average of the auxiliary 

item from the paired sample . 

Row Cl2 : Enter Y, the average of the inferred 

item from the paired sample. 

Row Cl3: Enter vx, the coefficient of 

variation (C . O.V.) of the auxiliary item 

from the paired sample, using equations 

(5.4) and (5.5). 
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-EXAMPLE-

7. CONVERSION FACTOR ANALYSIS 

The Conversion Factors Works heet used in Step 4 is 

used in this step as well. 

Note: Because all the baseline data (except the 

survey) came from ride checks , all of the data is used in 

the conversion factor analysis. Thus, averages entered on 

theis worksheet are the s ame a s those reported on the 

Baseline Phase Worksheet for the same items. And because 

the number of ride checks (20) is above 12, so that 

calculated (rather than default) c.o.v.'s were used in Row 

B7 of the Baseline Phase Worksheet, c.o.v.•s are the same 

as well. 

Row 

Row 

Cl0: The size of the sample taken in the baseline 

phase was 20 for each pair of data items . 

Cll: The auxiliary items are load at PP2 (for 

conversions (a)-(c)) and revenue (conversions 

(d)- (e)). Their averages are calculated from the 

sample to be 13. 2 for load at PP2 and 11 . 88 for 

revenue . 

Row Cl2: The inferred items are peak load (conversions 

(a) and (d)), boardings (conversions (b) and (e)), 

and passenger - miles (conversions (c) and (f)). 

They were analyzed for the same set of 20 trips on 

the Baseline Phase Worksheet . Their averages are 

copied from Row B6 : 17.1 for peak load, 23.6 for 

boardings and 118.5 for passenger - miles. 

Row Cl3: The c .o.v.•s for the two auxiliary items were 

computed from the sample: 0.408 for load at PP2 

(conversions (a)-(c)), and 0 . 498 for revenue 

(conversions (d)-(f)). 
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Row Cl4: Enter vy, the c.o.v. 
inferred item from the paired 

using equations (5.4) and (5.5). 

of the 
sample, 

Row ClS: Enter rXY' the 
coefficient between X 

paired sample, computed 
(6.11) and (6.12). 

and 
correlation 

Y from the 

using equations 

Row Cl6: Recompute the dummy variable L using 

equation (6.13), as done in row C7, Step 

4.2, but using vx, Vy, and rxy from 
rows Cl3-Cl 5. 

Row Cl 7: Recompute n1 , the necessary baseline 

paired sample size, using equation {6_.14), 
as in row C9, Step 4. 2, but using L and 

vx from rows Cl6-Cl7. 
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-EXAMPLE-

Row Cl4 : The C .o. V. 's for the three inferred items 

were already computed from the 20-tr ip sample on 

the Baseline Phase Worksheet. They are copied 

from Row B7: 0.413 for peak load (conversions (a) 

and (d)); 0.332 for boardings (conversions (b) and 

(c)); and O. 396 for passenger-miles (conversions 
( c) and ( f) ) • 

Row Cl5: An example computation of the correlation 

coefficient was shown in Step 4.2 for row C6. 

Values for the six conversions are computed as for 

row C6 but using the baseline data, and are 

entered on the worksheet. 

Row Cl6: L was recomputed for each conversion as in 

Step 4.2, Row C7. The calculation for Conversion 

(c) is presented here as an example. The formula 
is: 

L = 3.24 

7 m 

For conversion (c) : 

3.24 2 2 L = 2 ((.408) + (.396) - 2 (.408) (.396) (.91)) = 1.05 
( • 3) 

Likewise L was computed to be 0.55 for conversion 

(a) ; 0 . 21 for conversion ( b); 2.92 for conversion 
( d) ; 1.35 for conversion ( e) ; and 1.93 for 
conversion ( f) • 

Row Cl 7: n1 was recomputed for the six conversions 

as in Step 4.2, Row C9. The calculation for 

conversion (c) is presented here as an example. 
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Row 

• 

Cl 8 : If, for any conversion, nl computed 

in row Cl7 is equal to or smaller than t h e 

actual sample size nl found in row Cl0, 

enter a 0 (zero) and continue to row Cl9. 

However, if row Cl 7 is greater that row 

Cl0, enter the difference. It is the 

required additional 

observations that 

number 

must be 

of paired 

taken to 

supplement the baseline data before the 

conversion factor can be used. There are 

two options in this 

simply eliminate the 

case. One 

conversion 

is to 

from 

consideration. Otherwise, the additional 

paired observations must be made. After 

they are done, repeat rows Cl0-ClS using 

the supplemented sample (use a clean 

worksheet if necessary), and then continue 

with row Cl9. 
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-EXAMPLE-

The formula is: 

vX tBL = L + 1.7 + 7.6 d (round up to at least 10) 
m 

For conversion (a) : 

n1 = 1.089 + 1. 7 + 7.6 (.410/ . 2) Jl.089/7 = 8.9 

which rounds up to 10 . 

Likewise, 

conversions 
n1 was calculated 
(a), (b), and (e); 

(d) ; and 11 for conversion (f). 

to be 
17 for 

10 for 
conversion 

Row Cl8 : For all six conversions, n 1 as calculated 

for Row Cl7 is smaller than the actual sample size 

of 20 (row ClO). Thus, no additional samples are 

needed for any of the conve rsions. None of the 

conversions a re eliminated at this stage. 

CONVERSION FACTORS IIOJU:SKEET 

Route, _ /_ Direction: inbc:,.,•d 

conve rs ion: 

C 3 dm o. :2 O.l 

.I 
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'i cs Yy 

• C6 • rXY 
ID 

0 410 0 '110 

o.~,o ~-l,~ 
o.," 0.1 

• C7 B 

~ 
CB L -• ID cg "1 

7 
1.0,~ 01.23 

JO ,o 

7 1 

r:: 
1}' ··,; ci, ·. 
\;, (cil 

=• -
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Row Cl9: Compute the conversion factor R = Y/X . 
Y is from row Cl2, and X from row Cll. 

Row C20: Compute v!, the square of the 

c.o.v. of the conversion factor, from 

equation (6.10). 
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-EXAMPLE-

Row Cl9: The conversion factors for conversions 
(a}-(f) are: 

(a) R = Y/X = 17 . 1/13.2 = 1.30 
( b) R = Y/X = 23 . 6/13 . 2 = 1.79 
(c) R = Y/X = 118.5/13.2 = 8.98 
(d) R = Y/X = 17.1/11. 88 = 1.44 
(e) R = Y/X = 23. 6/11. 88 = 1.99 
( f) R = Y/X = 118. 5/11. 88 = 9.98 

Row C20 : Using equation (6.10): 

v2 
1 

(v2 + v2 = - 2vXvYvxy> R 
n-1.7 X y 

Conver-:-
sion 

2 ( . 408) 2 + ( • 413) 2 - 2 (.408) (.413) (.98) 
(a) VPP2,PP1 = :s: .00037 

20 - 1.7 

2 (.408) 2 + (.332) 2 - 2( . 408) (.332) (.95) 
( b) VPP3,Brd = = .00106 

20 - 1.7 

2 ( . 408) 2 + (.396) 2 
- 2( . 408} (.396) (.91) 

( C) vPP2,PM = = .00160 
20 - 1.7 

2 (.498) 2 + (.413} 2 - 2(.498} (.413} ( . 93) 
( d) VRev,PPl = = .00197 

20 - 1.7 

2 (.498) 2 + (.332) 2 - 2( . 498) (.332) (.97} 
( e) VRev,Brd = = . 00205 

20 - 1.7 

2 (.498} 2 + ( . 396) 2 - 2(.498) (.396) (.89) 
(f) V Rev,PM = .00294 

20 - 1.7 
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Row C21: From either Table 6.7 or equation 

(5 . 15) , determine n
2

, 

t he auxiliary item 

monitoring phase. 

- 184-
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-EXAMPLE-

Row C21: Using equation (6.15), 

2 (1 2 
) vx + VR (round up to next 

n2= 
d2 2 whole number ) 

0.31 - VR m 

Conversion 

(a) n2 = ( .408) 2 (1 + .00037) = 13.9 ( round up to 1 4) 
2 ( .31) (.2) - .00037 

(.408) 2 (1 + .00106) 
( b) n = = 6.2 (round up to 7) 

2 2 (.31) (.3) - .00106 

( . 408) 2 (1 + .00160) 
( c) n2 = 

(.31) (3)
2 = 6.3 (round up to 7) 

.00160 

(d) n2 ;; 
(.498 ) 2 (1 + .00197) = 23.9 (round up to 24) 

2 
(.31) (.2) - .00197 

( e) n2 = (.498) 2 (1 + . 002052 ) = 9.6 (round up to 1 0 ) 
2 (.31) (.3) - .00205 

(f) 
(.498) 2 (1 + .002942 ) = 9.9 (round up to 10) n2 = 

2 (.31) (.3) - .00294 

(see completely filled in worksheet on next page) 
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8. DETERMINE MONITORING PHASE SAMPLE SIZES 

Monitoring phase sample sizes are determined using 

a Monitoring Phase Worksheet for each R/D/TP. A 

filled in worksheet for the example is found at 

the end of th is chapter. Only two types of data 

items are considered: averages and proportions. 

Segment-level averages are treated simply as other 

averages in the monitoring phase. 

8.1 List Averages Desired 

For each item whose average is desired, fill in 

Rows Ml and M2 according to the following 

instructions. If an item is the inferred item of 

more than one potential conversion, repeat the 

item according to the number of conversions so 

that the i tern occupies as many columns as there 

are potential conversions. 

Row Ml: Precisely define the i tern, e.g., 

"Boardings in fare category X", "boardings 

on segment W", "load at point Z". 

Row M2: Enter the reporting period for this 

item. 

-188-



-EXAMPLE-

8. DETERMINE MONITORING PHASE SAMPLE SIZES 

8.1 List Averages 

I 

Row Ml: The items are specified in Step 1 . 4 . All 
items except running time are given two columns to 
allow for the two potential conversions. 

Row M2: The reporting period is given in Step 1.4 for 
each item. 

NONITORINC PKASI WOIUISHEET 

Ti• Period: ~~ 4 . "1 . 

AVERACES 
;'IV .~ ...... , . 1•1:1,I!~ • ~.I~ : ~- ,c.~;lll.!1 I i-1:!'!'l 11u.-t1ti. 'u. ;. "'°· .,, 
f""' r •port alllJ 

~U" .: ' tJf(.- ,· -~-- -. uol'fl.r . ~V ,I,-.- Y'M'" ... .. · .:·-r.1od , ... ' . , ..... ... ·, ' .• :_ .. •<1 
vith direct •••urement 

! I~! 
C M9 

i'. I I I I I I I I 
vith indi ract •••aurement 

Mlu aux 11 iery 
iten: (Xl 

Mll VX ; Ml2 R 
,_ 

NlJ v' j It 
JIIH " 2 
MB n, 

Ma n 

' Ml 7 i 
C 

i•Ri C Jlll8 
Ml9 a 

CATECOltY PROPORTIONS 
M,u 1um , 

cataaorv 
J112l report1n9 

- riod 

i 
M.1 2 a• 
M,J p 
11.14 a• 
11.l) n 

'"· n 

Mn n • ... u p 
C 
C ... ~ a• 
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8.2 Averages - Direct Measurement (Section 6.1) 

If it has already been determined for practical 

reasons that an item will be measured indirectly 

using a conversion factor, skip this step. If 

direct measurement is a possibility, however, then 

fill in row M3-M5 according to the instructions 

given below. 

Row M3: Enter d, the tolerance desired, 

according to specifications of Step 1.4. 

Enter d as a decimal (e.g., enter +20% as 

0. 2) • 

Row M4: Enter Vy ·, the coefficient of 

variation of the item from row B7 of the 

Baseline Phase Worksheet. 

Row MS: From either Table 6.1 

(6.1), determine n, the 

required. 

or equation 

sample size 

Row M6: If the reporting period for this item 

(row M2) is different from the standard 

monitoring period (determined in Step 

1.4b), divide n by the number of 

monitoring periods per reporting period, 

and round up. (e.g., if the monitoring 

period is a quarter, and the reporting 

period a year, divide n by 4). The 

result, n', is the number of trips needed 

per monitoring period. 
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-EXAMPLE-

8.2 Averages -- Direct Measurement 
Because of the low monitoring phase sample sizes 
required by all of the conversions (see row C26 of 
the Conversion Factors Worksheet), it has been 

. . 
decided that all the averages except running time 
will be monitored indirectly using conversions. 
Thus this step is skipped for these items. 

For running time, however, this part of the 
worksheet is completed as follows: 

aow M3: From Step 1. 2, the route-level tolerance of 
0.1 is entered. 

Row M4: The coefficient of variation for running 
time, v, is 0.118 from row B7 of the baseline data. 

Row MS: From Table 6.1, 
is a little above 4. 
(3.24) (.118)2/(.l)2 • 

ford• 0.1 and v • 0.118, n 
Applying equation (6.1), n • 

4.5, or (rounded up) s. 

Row M6: Since the reporting period for running time is 
the same as the monitoring period row M6 equals MS. 

9101fJ70RJNG NAil lfOIIHIIU1' 

llout••_l_ Direction, irhved 'l'iM Periods l-'f 11."1. 

: ·, .. < .,,_ ,,, • 
. Ir 
-r 

l_..C:_E~1fl ___ J ____ J ____ [ ___ J ____ l ____ [ ___ J_ 
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8. 3 Averages Indirect Measurement Using Conversion 
Factors (Section 6.4.5) 

For every item whose average can be inferred using 

a conversion (as listed on the Conversion Factor 

Worksheet for that item}, fill out rows Mll-Ml6 
according to the instructions below. If there is 

more than one potential conversion for an inferred 
item (so that, in accordance with Step 9.1, the 

item occupies a column for conversion), fill in 
rows MlO-MlS for each conversion. 

Row M3: If not done in Step 9.2, enter d, the 

desired monitoring phase tolerance. 

Row MlO: Describe the auxiliary item (from the 

Conversion Factors Worksheet, row Cl). 

Row Mll: Enter vx from either row Cl3 of the 
Conversion Factors Worksheet or row B3 of 

the Baseline Phase Worksheet. 

Row Ml2: Enter R, the conversion factor, from 
row Cl9 of the Conversion Factors 
Worksheet. 

Row Ml3: Enter 2 
VR' the square of the 

coefficient of variation of R, from row 

C20 of the Conversion Factors Worksheet. 

Row Ml4: Enter n2, the sample size of 
the auxiliary item needed per reporting 
period in the monitoring phase, from row 
C21 of the Conversion Factors Worksheet. 
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-EXAMPLE-

8.3 ·Averages 

Factors 

Indirect Measurement Using Conversion 

Row 

Row 

Six columns ar e filled in for this middle part of 

the worksheet (one for each conversion) . There 

are two conversions for each of the three inferre d 

item. The inferred items are peak load (i. e ., 

load at PPl), boardings, and passenger-miles. 

M3: Since Step 1.2 specified the same tolerances 

in the monitoring phase as in the baseline phase, 

tolerances can be copied from the Base l ine Phase 

Worksheet, row B2 . For peak load, the tolerance 

i s 0. 2 (i .e. , +20%); for boardings, 0.3; . for 

passenger -miles, 0.3; and for running time, 0.1. 

MlO: The auxiliary items ar e c opied from the 

Convers ion Factors Worksheet, r o w Cl. Peak load, 

boardings, and passenger-miles each has t wo 

potential auxiliary items: load at PP2, and 

revenue. 

Row Mll: The c.o.v. 's are copied from row Cl3 of the 

Conversion Factors worksheet: 0.408 for load at 

PP2 , and 0.498 for revenue. 

Row Ml2: The six conversion factors are copied f r om 

row Cl9 of the Conversion Factors Worksheet. 

Row Ml 3: For each of the six conversions, v2 
R 

is 

copied from row C20 of the Conversion Factors 

Worksheet. 

Row Ml4: From row C21 of the Conversion Factors ----
Worksheet, values of n2 = are copied. 
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Row MlS: If the reporting period for this item 
( row M2) is different from the standard 

monitoring period (determined in Step 
1.4b), divide n2 by the number of 
monitoring periods per reporting period, 
and round up. (e.g . , if the monitoring 

period is a quarter, and the reporting 
period a year, divide n2 by 4) • The 

result, n 2 , is the number of trips 

needed per monitoring period . 
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-EXAMPLE-

Row Ml5: From row M2, passenger-miles is the only item 
with a longer reporting period (annual) than the 
monitoring period (quarter). In both passenger­
miles columns, row Ml4 is divided by 4 and rounded 
up: 

7/4 = 1.75 or 2 in the first pass.-mi column; 

10/4 = 2.5 or 3 in the second pass.-mi column. 

In the other columns, row Ml4 is copied into row Ml5. 
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8.4 Choose Final Set of Conversions 

For any item for which both direct and indirect 

measurement are contemplated, or for which more 

than one conversion is contemplated, compare the 

sample sizes in rows MG and MlS of the Monitoring 

Phase Worksheet . Accounting for the cost of a 

direct vs. an indirect sample, decide which 

approach will be the most cost-effective. If 

direct measur ement is chosen , eliminate the 

indirect measurement entries for this item from 

the Monitoring Phase Worksheet. If one of the 

conversions 

measurement 

is chosen, 

entry and 

eliminate the direct 

any other indirect 

measurement entries for this item. 

8.5 Category Proportions (Section 6.3) 

For each category proportion needed in the 

monitoring phase, fill out rows M20-M26 of the 

Monitoring Phase worksheet (use a separate 

worksheet for each R/D/TP). 

Row M2 O: Describe the i tern and category, (e.g. 

"trips on time.") 

Row M21: Enter the reporting period. 

Rows M22-M24: Either Row M22 or rows M23-M24 

must be completed. Row M22 applies when 

an absolute equivalent tolerance (AET) is 

specified; rows M23-M24 apply when an 

absolute tolerance (AT) is specified. 

Row M22: Enter de' the absolute equivalent 

tolerance, as specified in Step 1.4. 
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-EXAMPLE-

8.4 Choose Final Set of Conversions 
.. 

· Even though the conversions using load at· PP2' as . 
an auxiliary item require fewer sampled trips, the 
conversions using revenue are chosen, since the 
sample size is reasonable and can be obtained at 
minimal cost by drivers. Analysis of conversions 

using load at PP2 is discontinued. 

8.5 Category Proportions 
Row M20: From Step 1.4, the category proportions 

desired are"% trips on time" and "% riders using 

a pass." 

Row M21: Quarterly data is required for I trips on 

time, and annual data for% pass use. 

Rows M22-M24: In Step 1.4, the same tolerance for 

both "% trips on time" and "% pass use" were 

specified as absolute equivalent tolerances of 

0.1. Since AET is used, rows M23-M24 are skipped. 

Row M22 : The specified tolerance is entered, 0.1 for 

both items. 
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Row M23: Enter p, the estimated proportion 

lying in the category, from the Baseline 

Phase Worksheet, row B28. 

Row M24: Enter da, the 

tolerance appropriate 

specified in row M23. 

desired absolute 

to the proportion 

Row M25: Determine n, the number of 

observations needed, using the 

instructions below. Note that the units 

for n can differ according to the data 

for fraction of trips on time, 

an observation, while for 

i tern; e.g. 

a t,rip is 

fraction of passengers transferring to 

Route Y, a passenger is an observation. 

If absolute equivalent tolerance (Row M23 ) 

was used : Determine n from Table 6. Sa or 

equation (6.6a). 

If absolute tolerance (Rows M23, M24) was 

used: Determine n from Table 6.5b or 

equation (6.6b). 

Row M26: If the reporting period for this item 

(row M2) is different from the standard 

monitoring period 

1.4b), divide n 

(determined in Step 

by the number of 

monitoring 

and round 

periods per 

up. (E.g. , 

period is a quarter , 

period a year, divide 

reporting period, 

if the monitoring 

and the reporting 

n by 4 and round 

up). The result, n', is the number of 

observations needed per monitor ing 

period . If not, copy t he value in Row M25. 
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-EXAMPLE-

Rows M23-M25: skipped (see above) 

Row M25: From Table 6.Sa, the sample size n is 71 for 
both •1 riders using a pass• and •1 trips on time•. 

Row M26: From Step 1.4b, the standard monitoring 
period is the quarter. For •1 trips on time•, the 

reporting period is also a quarter, so 71 is 
copied from Row M25 . For •1 pass use•, the 

reporting period is a year, which is 4 quarters, 
so the sample size per monitoring period is 71/4 

(round up) a: 18. 

NOlll'l'OlllNG PBUE 'IIOltHJIEET 
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9. SCHEDULE AND EXECUTE MONITORING PHASE DATA COLLECTION 

9.1 Schedule Data Collection (Chapters 7, 9) 

As in Step 5 . 1, follow the scheduling procedure of 

Chapter 9 and the guidelines of Chapter 7 to 

schedule data collection activity for the 

monitoring phase . The schedule should be for a 

single monitoring period (as determined in Step 

1.4b) , and should take as required sample sizes 

' the per reporting period sample sizes n from 

rows Ml6 and M28 of the Monitoring Phase Worksheet. 

9 . 2 Execute Monitoring Phase Data Collection 

Monitoring phase data collection can now begin. 

It should be repeated each monitoring period. 

10. ANALYZE MONITORING PHASE DATA 

This step should be performed 

collection for each reporting period. 

after data 

Thus, items 

whose reporting period is the standard rnoni tor ing 

period should be analyzed every monitoring period, 

while items whose reporting period is, for 

example , four monitoring periods long should be 

analyzed only after every four monitoring periods. 
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-EXAMPLE-

9. SCHEDULE AND EXECUTE MONITORING PHASE DATA COLLECTION 

Again, use the Chapter 9 procedure is used to 

schedule non-survey data collection and 

Chapter 7 guidelines to schedule surveys. 

the 

This 

second scheduling process is . not shown for this 

example. 

10. ANALYZE MONITORING PHASE DATA 

In order to demonstrate this step for all data 

items (including those with an annual reporting 

period), the analysis is shown for end of the 

first year of monitoring. For items reported 

quarterly, data from the fourth quarter is used; 

for items reported annually, data from the entire 

year is used. 
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10.l Averages Measured Directly (Section 6.1) 

For i terns listed on the top part of a Monitoring 

· Phase Worksheet, • fill in • rows M7-M9. 

Row M7: Enter n, the actual number of 
observations made in the reporting period. 
Note that if the reporting period is 
longer than the monitoring periods, data 

from all the monitoring periods within the 
reporting period should be included. 

Row MS : Enter Y, the average of the data item 
from the reporting period sample. 

Row M9: Enter d, the tolerance attained, from 

either Table 6.2a or equation (6.2a). For 

v, use vy (row M4). 
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-EXAMPLE-

10.l Averages Measured Directly 

Only running time was measured directly. Its 

reporting period is a quarter, so only fourth 

quarter data is examined. 

Row M7: Six trips were sampled directly for Route 1/ 

inbound/a.m. peak for running time. 

Row M8: The average running time was calculated from 

the monitoring data to be 36.5 min. 

Row M9: From Table 6.2a , dis a little above 0.07 

for vy = 0.118 and n = 6. For a more accurate 
estimate, equation (6.2a) was used to computed• 

(1.8) (.118)/ .µ = .087. 

MONJTORINC PHASE WORKSHEET 

aoute ,_j__ Dir.cu on, idwdd 'l'iM hr iod, 6 -'1 II "1 • 
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10.2 Averages Measured Indirectly (Section 6.4.6) 

For items measured indirectly via conversion, 
where rows Ml-M2 and MlO-MlS were filled out on a 

Monitoring Phase Worksheet , fill in rows Ml6- Ml9. 

Row Ml6: Enter n, the actual number of 

observations of the auxiliary item made in 
the reporting period. 

Row Ml7: Enter X, the average of the auxiliary 

item from the reporting period sample. 

Row Ml8: Compute and enter Y, the estimated 

average of the inferred item, by 

multiplying X (row Ml7) by the conversion 
factor R (row Ml2). 
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-EXAMPLE-

10.2 Averages Measured Indirectly 

Th is step applies to the three i terns covered in 

the middle part of the worksheet: peak load, 

boaradings, and passenger-miles. Each item has 

two columns, but only the column for the chosen 

conversion (see Step 8.4), whose auxiliary item is 

revenue, is filled in in this step. 

The data collected on revenue 

1/inbound/a . m. peak is as follows: 

on 

Fourth Quarter Entire Year 

Number of Avg Number of Avg 
observations revenue observations revenue 

15 $12.06 57 $12.01 

Route 

Row Ml6: For peak load and boardings, which are 

reported quarterly, n = 15. For passenger-miles, 
n = 57 since the reporting period is a year. 

Row Ml 7 : For peak load and boardings, the average 

revenue for the fourth quarter, $12.06, was 

entered. For passenger-miles, aver age annual 

revenue, $12.01, was entered. 

Row Ml8 : In column 2, average peak load for the 

quarter was estimated by multiplying average 

revenue for the quarter, 12.06, by the 

revenue-to-peak load conversion factor, 1.44 (row 

Ml2), yielding 17 .4. Likewise, average boardings 

for the quarter is estimated to be (12.06) (1.99) = 

24. 0, and average passenger-miles for the year is 

estimated to be (12.01) (9.98) = 119.9. 
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Row Ml9: Computed, the tolerance attained for 

the item for the reporting period, from 

equation (6.16). Note that vx is found 

in row Mll. 
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-EXAMPLE-

Row Ml9: Equation (6.16) is: 

d • 1.8 

d = 1.8 

d • 1.8 

d"" 1.8 

(0.498) 2 
(1 + (.00197)) 

(15) 

(0.498) 2 (1 + (.00205)) 

(15) 

(0.498) 2 (1 + (.00294)) 

(5 7) 

+ (.00197) • .25 

+ (.00205) • .25 

+ (.00294) • 0.15 

The achieved tolerance is better than the desired 
tolerance for boardings (0. 3) and passenger-miles 
(0.3), because the actual sample size exceeded the 
required sample size. However, for peak load the 
required sample size was 24, while the actual 
sample size was only 1S, and as a result the 
desired tolerance (.2) was not met. 

IIONJ'fORUIG HASE IIORJtlHUT 
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10.3 Category Prpportions {Section 6.3) 

For each category listed in the lower part of a 

Monitoring Phase Worksheet, fill in rows M27-M29 

according to the instructions below. 

Row M27: Enter n, the number of observations 

actually made in the reporting period. 

Row M28: Enter p, the proportion of those 

observations lying in the category. 

Row M29: Determined , the absolute tolerance 
a 

tolerance attained, from either Table 6. 6 

or equation (6.8). 
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-EXAMPLE-

10.3 Category Proportions 

The two items covered in this step are "% riders 

using a pass" and "% trips on time " (shown in the 

bottom part of the Monitoring Phase worksheet). 

"% riders using a pass" was monitored with a 

survey done on 5 trips ( one day) each quarter. A 

total of 120 good surveys were returned, of which 

10 reported pass use . Schedule adherence (% trips 

on time) was mon i tored on one day this quarter by 

checkers, allowing 15 trips to be observed. Of 

the 15, 12 were on time . 

Row M27: For pass use, the sample size was 120. For 

trips on time, it was 15 . 

Row M28: For pass use, p = 10/120 = .083 . For trips 

on time, p = 12/15 = 0 . 80 . 

Row M29: For pass use, from Table 6.6, with n = 120 

and p = 0.083, da is approximately ,±0.045. For 

trips on time, equation (6.7) is used : 

= 1.8 ~ J----rs = 0.19 

The calculated tolerance attained for trips on 

time is far worse than the tolerance desired. 

This is because, as in the baseline phase, it was 

decided before scheduling the monitoring phase 

(0.1 AET) was not 

trips per quarter 

M26) . Therefore, 

conclusions about 

schedule adherence from this monitoring data. As 

data are aggregated over more quarters or time 

that the specified accuracy 

worth the cost of observing 71 

(the amount indicated in row 

care must be used in drawing 
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-EXAMPLE-

t olerance for this item periods or routes, the 

becomes more accepta b l e. Fo r 
over 4 quarter s, r esu l ting 

yields an AET of 0.11. 

e xample, aggregating 

i n 60 observations, 
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10.4 Determine the Need for Follow-Up (Section 4.4) 

J;f any average serving as a change indicator (as 

described in Section 4.3.3) changes by more than 

25% 1 or if the proportion of late trips changes by 

. 0.1 and schedule adherence is ~erving as a change 

indicator, initiate follow-up for all items 

related to the items displaying the change. 
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10.4 

baseline 

monitoring 

% change 

-EXAMPLE-

Determine the Need for Follow-UE 

Averages have changed from the baseline phase as 

follows: 

12eak load boardinss 12ass-mi runnins time 

17.1 23.6 118.5 36.1 

17.4 24.0 119.9 36.S 

2% 2% 1% 1% 

In addition, percent trips on time changed from 

8 5% to 80%, and percent pass use from 9. 3% to 

8.3%. These small changes from the baseline 

values do not warrant follow-up for this R/D/TP. 
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BASELINE PHASE IDRKSHEET 

Route=--=-- Direction: ir1 bour1d Time Period: 6-9 Q, 'JTl · 

AVERAGES 

Bl item (X) P€D,k Loo.J f> O(l/1" cl i Mj r Pass. -rndts R.1.o-1vii115 T1'Y11e 

5 
{ l"\i111tt(,~) 

82 d o,~ (9, 5 0.1 0.1 • B3 vx 0. 'f 10 0, 369 o, '+ :20 0. 07 3 CD 
84 n l't (p lo Ii 

B5 n ~o ;;)_ 0 :JO :;_ n 

! B6 X 17. I ~ s. (p 11 g. r $~ . I 
B7 vx o. 41~ (!} , 3~.2 o. s9~ O. I If 
BB d 0.11.,, o. 13 (), JS" rJ.04-~ 

SEGMENT LEVEL BOARDINGS AND ALIGHTINGS 

B9 item Bo(). <tLrijs 

B 10 segment O-cfj~Cer'lt 

• OJWI\ 

I 811 ds 0-3 

B 12 X JO.~ m 
B 13 VX O.lb~ 
B 14 f 0 .3 
B 15 n II 
B 16 n .;J.Q 

! B 17 s "." B 18 vs o.so 
B 19 ds o. 11 

CATEOORY PIOPORTIONS 
B 20 item & o/o RiJMs % ~-~r~ % T rif> 

category Vt in~ patt ~ 1\i-n 5 c, o. r cm -tin'le 5 B 21 d 0, I - 0.1 
i e 

Bll p u. 3 
B23 da - 0.07 -
B 24 n '11 ,a1 '1 I 

• B 25 n I t& c: /(, S" oi.o 

= 826 p o. oq1 o. If I 2 o.i~ 
C B 27 aa 0-0"!>i o. o" If 0.13 
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CONVERSION FACTORS WORKSHEET 

Route: -- Direction: inbc1Und Time Period: 6-fa.rrt . 

conversion : (a) (b) (c) (d) (e) (f) 
Cl auxiliary pp c2. rP~ r f ~ Re veY\ue, Reveri ue Reve11.ue item (X) 
C2 inferred Pf 1 boa ,-di119 ~ fd~~ -- l'l\j. fP1 &oa..rdi11~) Po.~. -in;. item (Y) (pea K load) tPuK 1001) 

C3 
d 0, ;2 0,]. 0.1 o.~ o. ~ o.~ m 

• C4 VX 0.41O O.'fJo - o.~o~ o.~oi -
C ·- cs (). °!,b? - Vy 0.410 C-1~~ - 0. 'fl 0 -• en 

C6 (U rXY 
0. '" 

o.qs - o.1r o.9K -m 
• C7 B 7 7 7 '7 7 7 .. 
0 ca L /. 0 ~9 o.~.23 ,. 3 ~s- 0 .:}?i .... - -• m C9 nl JO JO /t;;' /0 10 11-

ClO n1 actual JO ~o JO ~o ,20 ~o 

• Cll x )3.i )3.~ 13. o<. I I. gg II.KB' /1. g-~ 
N ·- Cl2 y "7. 1 ~ ~-Co ll&S" 17.1 ~1.t, Iii".$'" u, 

• Cl3 vx o.~oi 0. 'fO i (). lfO'ii ().!f9i O.'f9~ O.'ff( -0.. 
E Cl4 Vy O.lfl~ o,1s~ o. s~~ O. If I "s o. ~ 3o1 0. ~9" co u, 

ClS rXY o.qg 0.9~ O.? I 0.93 0.97 o. 'lf ~ u Cl6 L OS&"' o.~, /.0) ,2. ~ ~ I. 5 S" I. 1 S • s: 
CJ Cl7 nl JO JO /0 17 JO 1/ 

Cl8 add'l SS 0 0 0 0 0 0 

.. Cl9 R=Y/X /. so I, 79 ~ .18 1. Ylf 1. ir 9. 9g • .. 
C20 v2 ,0003 7 .00117 .oo~o~- .00.2 ,~ ... 

.&o/0" .oo /lpQ 4 R 

C21 n2 ) Lf 7 7 ~'f /0 JO 
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MONITORING PHASE WORKSHEET 

Route:___,_/ __ Direction: lnboutld Time Period: 6 -q q. r1t • 

AVERAGES 
Ml item (Y) Pw~aVi.~ Pea~ lo{).d B oeutfiY1~ ~a. 1d; r1.9 ~ Runn\t<.j 

pp I) +:\lf\.9 

M2 reporting i l.l art u- iud/tv tlw,..rW- 1uo.r$r lJUd rl:,e.r-period 
with direct measurement 

• M3 d O.:l o .. ;; 0~ 0. 3 n., .. M4 Vy 0.11g 0 - MS n ~ • m M6 n' ~ .. M7 n (;, 

• 3b,S-.. MB y -C M9 d 0.017 
with indirect measurement 

Ml0 auxiliary 
LcwifP1 Rev'll\U€- Loadf'f} t e v e11 L-U. 

item (X) 
Mll VX O. ~O'i O. lf9'l o. Yof O.'fn· 

a, 
Ml2 R , . 3 0 /. C/lf ,. 7j I. 9<f .. 

0 
v-;. - Ml3 .000 37 . 00 l i7 .0010'7 .00:).0~ • R m Ml4 n2 1¥ ~~ 7 JO 

MlS n' 2 I~ Jtt 7 /0 
Ml6 n '-,. / ,~ ' / I<;" .. "/ '~-Ob "/ 1J.ofo • Ml7 X .. 

/~ /~ - IT~ ;iy_ 0 C Ml8 Y=RX 
Ml9 d /' ~ o.a.(" / ' 0-~~ 

CATEGORY PROPORTIONS 
M20 item & fl/or r•fS. o/o i(,id£rs 

category IT'1I 'Hrt11 us,11, ~((SS 
M21 reporting 

~ 

period 'tJl.lO.f'tU° yeAr 

• M22 a 0. I 0.1 .. e 
0 M23 p -.. -• M24 aa m - -

M25 n '11 '7 I 
M26 n' 11 If 
M27 n ,~ 1.2 0 .. 

a, M28 p Q.'60 o.og1 .. .. 
C M29 da 0. /9 O. O'f ~ 
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MONITORING PHASE WORKSHEET 

Route : --- Direction: ifl &OUftl.(,i Time Period : C;-qa..tfl. 

AVERAGES 
Ml item (Y) tss . - "11. fCi &S. - r11i. 
M2 reporting y~ je'J..i1 period 

with direct measurement 

• M3 d o.~ 0 ~ .. M4 Vy 0 .. • MS n 
m M6 n' .. M7 n • .. ... MB y 
C M9 d 

with indirect measurement 
Ml0 auxiliary Loo.dffrf' RevVNJJL item ( X) 
Mll vx 0 . 'fO &' 0.1/q~ 

C, .. Ml2 R '6 .~g q. ~ 'l 
0 

v2 ... Ml3 . 00o)~t C, R . oo I '7 O 
m Ml4 n2 7 JO 

Ml5 n' 2 ;;_ :s 
Ml6 n "' / C:7 .. 

""/ C, Ml7 X JJ. DI .. .. 
Y=RX /"" I J ?. 9 C MlB 

Ml9 d / ' 0.11-

CATEGORY PROPORTIONS 
M20 item & 

category 
M21 reporting 

period 
C, M22 d .. e 
0 M23 p ... 
C, 

M24 da m 
M25 n 

M26 n' 

M27 n .. 
C, M28 p .. .. 
C M29 da 
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Chapter 9 

PROCEDURE FOR SCHEDULING DATA COLLECTION ACTIVITIES 

This chapter is a procedure for scheduling data collection 

activities to meet the sample size requirements of a monitoring 

program. It deals only with data that can be collected without 

a survey. Principles upon which the procedure is based are 

explained in Chapter 7. The data collection techniques are 

grouped into four "deployment options,• driver checks, 

automated checks, ride checks, and point checks, all of which 

are described in Chapter 3. Through each of these options, 

various types of counts and readings can be made by which 

specific data items are measured, as described in Chapter 3. 

Step numbers for the scheduling procedure have the letter 

s as their first character to distinguish steps of the 

scheduling procedure from steps of the overall data collection 

program design procedure (Chapter 8). 

An example follows along with the procedure on the facing 

pages. 

Setting for Example 

This example is limited to scheduling data collection 

activites on two routes for the a.m. peak only for the baseline 

phase. Available information on Route 1 inbound is taken from 

the example of Chapter 8. Other information is introduced as 

needed. 

Filled in worksheets used in this example are found at the 

end of this chapter. 
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Sl. LIST SAMPLE SIZE FOR EACH DATA ITEM 

Sample size determination is a part of the overall 

procedure of Chapter 8, where it is executed as a part of 
Steps 3 and 4. Results of these steps are displayed on 

the Baseline Phase Worksheet, rows B4, B15, and B26 , and 
on the Conversion Factors Worksheet, row C9. 

From these results, compile a list of the sample size 

requirements of each data item for each route/direction/ 

time period . For data i terns that must be observed in 
pairs for 

list the 
the purpose of computing 

size of the paired sample 
conversion 

required. 
factors, 

In the 
remainder of the procedure, consider such pairs of data 

items as a unit (i.e. , as a single data item). 
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-EXAMPLE-

Sl . DETERMINE SAMPLE SIZE FOR EACH DATA ITEM 

Sample sizes for Route 1 inbound were determined in 

the example of Chapter 8. They a re shown on the Baseline 

Phase Worksheet, rows B4, B15, and B26, and on the 

Conversion Factors Worksheet, row C9. Similar analysis on 

Route 1 outbound and on Route 2 yield the following sample 
sizes . 

TRIP SAMPLE SIZES, A.M, PEAK 

Data Items or Pair Route 1,1'.inbound Route 1,1'.outbound Route 2,1'.inbound Route 2,1'.outbound 

peak load 14 8 24 22 
board inga (route-level) 6 5 8 7 

boardings (segment-level) 11 9 

running time 4 4 4 4 

pa1111en9er-111iles 7 6 9 8 

I trips on time 71 71 71 71 

PP2*, peak load 10 10 10 

PP2, boardings 10 10 10 10 

PP2, passenger-miles 15 15 15 15 

Revenue, peak load 10 10 10 10 

Revenue, boardings 10 10 10 10 

Revenue, pasaenge r-miles 15 15 15 15 

* •pp2• aeans load taken at the inbound peak point of Route 2. 
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S2. SCHEDULE AUTOMATED CHECKS 

If APC's are available, they should be used for every 
data item that can be monitored with an APC. 

To schedule automated checks, follow the same 
procedure as found in Step S4 (scheduling ride checks), 
with the following exception: substitute "(vehicle) block" 
for "(driver) run." 
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-EXAMPLE-

S2. SCHEDULE AUTOMATED CHECKS 

Since APC's are not available in our system, we 
skip this step. 

• 
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S3. SCHEDULE DRIVER CHECKS 

S3.l Determine Number of Days of Driver Checks Needed 

a. Identify the items on the lis t compiled in Step 1 t hat 

can be measured by drivers, and were not scheduled for 

automated checks (Step S2). (If there are no such items, 

skip to Step S4.) 

b. Find the required sample size for each item identified 

in step (a) . Convert each sample size into a "day 

requirement" by dividing the required sample size by the 

number of trips per day for the corresponding day type, 

route, direction, and time period. Round the result up to 

the next whole number . 

c. For each day type (weekday, Saturday, Sunday) , find 

the greatest day requirement . Add two to four days to 

each of these three figures to allow for errors. The 

results are the number of days on which all trips (of all 

routes and time periods) will be checked by day type. 
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-EXAMPLE-

S3 . SCHEDULE DRIVER CHECKS 

The only information that drivers can collect is 

revenue, by recording the fare box reading at the end of 

each trip. However, revenue alone is not needed in the 

baseline phase ; rather, revenue is needed as one element 

of a number of pairs of data i terns (e.g., revenue and 

boardings) • Since none of these pairs can be monitored 

with driver checks, no driver counts are scheduled for the 

baseline phase . 

For the sake of illustration, however, suppose revenue 

alone was needed on 20 trips in each R/D/TP, and so driver 

counts could be used. 

S3 . l Determine Number of Days of Driver Checks Needed 

a. The only item that drivers can measure is revenue, 

in every R/D/TP . 

b. As mentioned above, it is assumed that the sample 

size requirement for every R/D/TP is 20. 

(Normally, this figure would be taken from the 

table in step Sl). There are 17 trips in each 

direction during the weekday a.m. peak on Route 1 

and 23 trips on Route 2. The "day requirement" 

(required number of trips divided by the number of 

daily trips, rounded up to the next whole number) 

is thus 2 for Route 1 and 1 for Route 2. The 

table on the next page lists the day requirement 

for the other R/D/TP's. 

c. The greatest day required for a weekday is 10; for 

a Saturday, it is 3, and for a Sunday, 4. Adding 

a few extra days for a margin of error, the 

desired number of days of driver checks is 13 

weekdays, 5 Saturdays, and 6 Sundays . 
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S3.2 Select Dates 

Select dates that yield a representative cross-section 
of the season/year under study. Plan to check every trip on 
every route on each of those dates. 
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Route 

1 

2 

3 

18 

19 

20 

Weekday 
!.:!h 

.!!! 

2 

1 

1 

1 

3 

1 

OUT 

2 

1 

1 

2 

4 

1 

-EXAMPLE-

SAMPLE DAY REQUIREMENTS 

Weekday 
Off-Peak 

.!!! 

3 

2 

2 

2 

4 

2 

.2!!! 

3 

2 

3 

1 

6 

2 

Weekday 
~ 

.!!! 

2 

2 

1 

2 

4 

2 

OUT 

1 

2 

1 

1 

4 

1 

Weekday 
Evening 

IN OUT 

4 5 

7 6 

3 3 

4 4 

8 10 

4 5 

Saturda~ 

.!!! 

1 

2 

3 

1 

2 

1 

22! 

2 

2 

2 

1 

2 

l 

Sunday 

.!!! .2!!! 

3 4 

3 3 

S3.2 Select Dates 

It is desired that the baseline phase be carried 

out between August and November. Because 

ridership in 3 summer months is significantly 

different from ridership the remaining 9 months 

(which do not show significant systematic 

differences between them), it was decided to 

gather one quarter of the data in the summer and 

the remainder in the fall. The weekdays are 

scheduled in groups of 2 or 3 days to reduce 

training 

weekdays 

dates): 

requirements. The dates chosen for 

are (days and weeks are given rather than 

Mid Aug. - Sat, Sun, Mon, Tue, Wed 
Late Sept. - Sat, Sun, Mon, Tue, Wed 
Mid Oct. - Thurs, Fri, Sat, Sun 
Early Nov. - Sat, Sun, Mon, Tues, Wed, Sun 
Late Nov. - Thurs, Fri, Sat, Sun 
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... 

S4 . SCHEDULE RIDE CHECKS 

Schedule ride checks to meet only the requirements of 
those data i terns that can be collected in no other way . 
These data items are called RCO (ride check only) items. 

S4.1 List Given Information 
A separate worksheet W-1 is needed for each route/day 

type (where "day type" means either weekday, Saturday, or 
Sunday). Circle the appropriate day type in the upper 

right corner of the worksheet. For each separate 
worksheet, execute the following substeps. 
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-EXAMPLE-

S4. SCHEDULE RIDE CHECKS 

Ride checks are needed to meet the requirements of the 

following RCO (ride check only) data items and pairs 

listed in Step 51: 

TRIP SAMPLE SIZES, A.M. PEAlt1 IICO* ITEMS 

Data It••• or Pair Route l.:'.'.inbound Route l.:'.'.outbound Route 2.:::'.inbound Route 2.:::'.outbound 

boarding• {route-level) 6 5 8 7 

boardings (ngment-level) ll 9 

paaaen9er-111ilea 7 6 9 8 

PP2** , boardings 10 10 10 10 

PP2, paaaenger-ailea 15 15 15 15 

Revenue, boardings 10 10 10 10 

Revenue, paaaenger-ailea 15 15 15 .- 15 

• RCO aeana •ride check only•. 

•• •pp2• Hana load taken at the inbound peak point of Route 2. 

54.1 List Given Information 

In this example, ride checks will be scheduled for 

Route 1 on weekdays only. Thus, only one worksheet 

W-1 is used . At the top of the worksheet, the rout·e 

number is entered and "weekday" is circled. 
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a. Enter Governing Sample Sizes 

In Section I of the worksheet, list the time periods 

belonging to the day type being analyzed. Then, in 

rows II and IV, enter the governing sample size for 

each period for the two directions. The governing 

sample size is the largest sample size among all the 

RCO items needed for that route/direction/ time period 

(sample sizes were listed in Step Sl). 
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-EXAMPLE-

a. Enter Governing Sample Sizes 

The four weekday time periods are entered in row I. 
Governing sample sizes for the two directions are 
taken from the RCO list shown earlier. For example, 
in the inbound direction in the a.m. peak period., the 
sample sizes are found in the first column in the RCO 
list. The greatest or governing sample size is 15; 
this figure is entered on worksheet W-1, row II, first 
column. Likewise, the governing sample size for the 
outbound direction of Route 1, a.m. peak, is found, by 
scanning the second column of the RCO list, to be 15; 
this figure is · entered in row IV, first column of 

worksheet W-1. The other figures entered in rows II 
and IV of worksheet W-1 are derived from RCO lists for 
the corresponding time periods. 

VJ. 
a11n 
or ,,_ 
• Jn Out 

IIOUIHBrr W-1 

ICUDOUIIG lJlllE CIIIC'll 

vu. 
■Imber of Trips in .. riod 

TiM hriod 

In Out Jn Out In Out In Out 

-·----- ----._-11--~- -- -- ----
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b. Enter Schedule Information 

Enter the time perio-d d e s ignations in the column 

headings of Section VII ( the re is room for up t o five 

time periods). 

In Column VI, list all the runs or run pieces that 

include a trip on this r o u t e on this day type. I n 

Section VII, enter, for eac h run or run piece, the 

number of t rips on t his route i n each direction 

(inbound, outbound ) during e ach time period. 

Runs that include trips on more than one route will 

appear on more t han one W-1 worksheet . 
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-EXAMPLE-

b. Enter Schedule Information 

Time period headings are entered in Section VII of 

worksheet W-1. 

The system has 6 runs 

that operate on Route 1 

( runs 1, 2 , 3 , 

on weekdays. 

4, 25, and 36) 

Runs 25 and 36 

are shared runs; 

well as Route 1. 

i . e., they operate on other routes as 

Since runs 3 and 4 include a long 

midday break, they are each considered as 

3E (early) and 3L (late), and 4E and 4L. 

run numbers are thus entered in Section 

two runs : 

The eight 

VI of the 

worksheet. From schedule information, the number of 

inbound and outbound trips for each run by time period 

are entered in Section VII. 

1101\UH Err lf-1 

ICUIJOLI1'G all>! CIIZCltS 

aout•C•> ,_...!.-f+-:.....:....1 _____ _ 9'sat/S"" (Circle Ona) 

J . TiM Period 
•. fl\. b•sc 

JI. Gcwarning I> ,~ Jn- 11-Dle She 
bound JJI. Trip& AHi9n.«l 

(C1111Ulat1••> 

iv. Governing 
It I~ Out- Sam1>le Sin 

bound v. Tr ipa AHi9n•d 
(C IIIIU la t1 ••) 

VI. VII. 
aun •.-t>er of Tr ipa in Period 
or Th•e Period 

,.,._ ' ..... ' ,... .. iA •• -~· ·•· f it,. >'1-: . ;~' Out s- 011t . ·- ·~ ~ M •In OUt 

, ..... 
.20 

II 

VIII. •-r 
of Ttae• 

To I• 
ct.1teked 

t,VL . 

I> 

I> 

IX. 

Datea 

-- ---- --- - ------ - --- ----- ------· -· 
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S4.2 Run Selection 

For this step, route/day type combinations that 

share runs in common should be processed as a group. 

Determine (by trial and error) how many times each 

run is to be monitored in order to meet the governing 

sample size requirement of each route/direction/time 
period. For maximum representativeness, every run 

should be checked once before any run is checked 
twice, and every run should be checked twoce before 

any run is checked three times, and so forth. 

Deviations from this procedure can be made when a run 

is particularly costly or difficult to collect (see 

guidelines in Section 7.2.1 of this manual). 

In column VIII of worksheet w- 1, enter the number 

of times each run is to be checked. "Shared runs", 

i.e. runs that operate on more than one route, need 

special attention. They will appear on the worksheet 

of each route on which they operate. It is assumed 

that a checker assigned to a shared run will check 

every trip made, and thus will colect data on more 

than one route. Therefore, whatever number is entered 

for a shared run in column VIII of the worksheet for a 

particular route, the same number should be entered 
for that run in column VIII of the worksheet of the 

other routes on which that run operates. If a shared 

run on the worksheet being executed has already been 

treated on the worksheet of another route, there 

should already be an entry for that run in column 

VIII. Any changes made to this entry must also be 

made on the worksheets of the other routes that share 

this run. 

Sections III and V of Worksheet w-1 are provided 

as a place to keep a running total of number of trips 

scheduled in each direction. As each run is picked, 

add to the cumulative total for each time period and 
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-EXAMPLE-

S4.2 Run Selection 

In filling out Worksheet W-1 for the route~ that 
share runs 25 and 36, it was decided to perform 3 

checks on run 25 and 1 check on run 36. Therefore, 
before scheduling begins for Route 1, these figures 

for Routes 25 and 36 are entered in Column VIII. 

According to the schedule information listed in 

Section VII of the worksheet, sampling run 25 three 

times and run 36 once will yield 6 a.m. peak trips in 

each direction and 6 base period trips in each 

direction. These figures are entered in rows III and 
V of the worksheet . 

ICIIID01.JIIC IDIS caatl 

llout•C•I ••-*..:.:...),.._ ____ _ S,..t,IS1m !Circle One) 

Yl , YU. YUi. Ill, 
aun 11\aber of Tr 1• in .. r 1od 11\aber - Ti .. .. ,1od of Tlaea Dlltea 

Mece &,9\. 9'asc. ,. "'· tVt., To .. 

• Clleclled 
In Out In Out In Out In Out In Out 

' " " " ' el S" " " ' ~E r " 3L ,, 
' 'tE ' ' 'L 

,, • 
.t(' ~ a ' ' ~I 

"· l l ,1 

- ------◄ ·--------·--·-- -- - · ---- ---------------
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direction the number of trips included in that run 

multiplied by the number of times the run is to be 

checked. The final totals in this section should be 
equal or exceed the governing sample sizes listed in 

Sections II and IV of the worksheet. 
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•EXAMPLE· 

Run selection to meet Route l's weekday RCO 
requirements proceeds as follows. To maximize 
representativeness, a first guess is to sample each 
run once . However,. because run 2 is the only run 
operating in the night period, it is clear than this 
run must be sampled 3 times (since the sampling 
requirement for that period is 15 trips in each 
direction, and run 2 has 6 trips in each direction in 
that period). This "first guess• is shown in the 
partially filled in worksheet below. Updated figures 
for "cumulative trips assigned" appear in rows III and 
v. 

IIORUIID!I' W-1 

acaDOLl'IIG aIDE CDCltS 

aouttiC•>•- *-'-'--'''------- 9-'sat/Sun CCircle Oft•> 

J, Tl .. Period base 

11. Governl119 
In- Suh l i H 

'~ : nt. 't'ripa aultM« 
. . ~ .. ) 

Governing 
Out- Su le liz~ 

~~·••>;,;~: •·~~;:,::l!:i!:~,:·, 

VJ , VIJ, VUJ, II., 
aun ■..aber of Tr is- in Period ■uaber 
or TiM Period of Tillea Date• 

Piece '·"'. .,.,e. p.lfl . tvt.. To•• • Clleclled 
ln Out 1ft Out In Out In Out JII out 

I " If " ' t~~r:~ 
.,, S'" c- l, ' ir~ 

3E ~ ' 
...... · , 

;/4 

ll ,, ¥ ~ ~:• 
'tE. (' ' r" 
If L ,, • ' t 

a" .2 a 1 I 
~ +'-":.." 

l 

1'- J 1 I 

---- _ .. __ .. ___ .,__ - .__ -- -··- --·-----·-------
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-EXAMPLE-

Looking at the worksheet just shown, sample size 

requirements are met as closely as can be expected in 
the p.m. peak and night periods. However, more trips 
are needed in the base period, and there are some 
excess trips in the a.m. peak period. The deficiency 
in the base period can be corrected by adding one to 
either run 1 or run 36. Run 36 is judged less costly 
because it is shorter, and so a run is added to run 
36. (This requires a correction in column VIII and in 
rows III and V of both the worksheet shown in the 
example and the worksheet of the other route that 
shares run 36.) The excess in the a.m. period can be 
corrected by cutting out a sample of run 3E or run 4E 
(run 1 is left alone because it is needed for the base 
period's requirement, and run 25 is left alone because 
it is needed for another route). However, cutting out 
one of these runs makes the a.m. peak sample quite 
uneven, with some trips sampled 3 times and others not 

at all. The choice between lower cost (through 
cutting a sample) and statistical integrity is not 
cleancut; in this case, it is dee ided not to cut a 
sample from either run. The final entries in sections 
VIII, III, and V are shown on the completed worksheet 
that follows. 
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S4.3 Date Selection 

If point checks are also being scheduled, then it 

is best to delay the date select ion process until 

point check requirements are finalized, and then 

coordinate the date selection of ride checks and point 

checks at Step S6.c. 

Otherwise, after all the routes have been 

processed, compile a master list of runs for each day 

type (weekday, Saturday, Sunday) indicating the number 

of times each run is to be checked. Then , conforming 

to the guidelines of Section 7.2.1, choose dates for 

the ride checks. This process is done by 

trial-and-error, attempting to achieve an efficient 

schedule that conforms with work rules and checker 

availability~ 
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-EXAMPLE-
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S4.3 Date Selection 

This step is deferred until step 6.c. 
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.S5. COMPUTE REQUIREMENTS FOR POINT CHECKS 
Non-RCO data items that cannot be monitored with 

driver checks or automated checks are monitored with point 
checks, whose scheduling unit is a point, direction, and 
day. Some of these i terns are collected incidentally on 
the ride checks scheduled in Step S4, however, and so 
before scheduling point checks, it is necessary to compute 
~ requirements for point checks. Worksheet W-2 is used 

in this step. A separate W-2 worksheet is used for each 

point at which counts are to be made, for each time 
period, and for each direction (unless a single checker 
can monitor more than one direction at a time, in which 
case include both directions). 

S5.1 Compute Net Day Requirements 
On Worksheet W-2, list in Column I the routes that 

need counts at this point in this time period. If 
more than one direction is covered by the worksheet, 

treat each direction as a separate route. 

Enter in Column II the number of trips operated in 
this time period and direction on a single day for 

each route. 

Then in Column III list, for each route, the 

non-RCO data items to be monitored in this time period 
and direction. 

For each data item, enter in Column IV the sample 

size required (as listed in Step Sl). 
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-EXAMPLE-

55. COMPUTE REQUIREMENTS FOR POINT CHECKS 

·Individual non-RCO items for Route 1 are: peak load, 

running time, and % trips on time. "PPl" is used as an 

abbreviation Route l's peak point, and (where appropriate) 

for load at that point; "PP2" is used similarly for Route 

2. There are also two non-RCO pairs of data i terns: PPl 

(i.e. , the load at PPl) with PP2, and PPl with revenue. 

Route 2 has the same set of non-RCO items, with two 

exceptions: the PP1-PP2 pair is not needed, and the 

PPl-revenue pair is replaced with the PP2-revenue pair. 

These individual items and item pairs involve counts 

at several points. Each point, direction (unless both 

directions can be checked by one checker), and time period 

needs its own Worksheet W- 2 . For this example, only one 

worksheet, the one for point PP2, inbound direction, a.m. 

peak time period is completed. 

S5.1 Compute Net Day Requirements 

Two routes, 1 and 2, need checks at point PP2 in 

the a.m. peak period inbound, and so they are both 

entered in Column I. 

In Column II, Route 1 has 16 inbound trips in the 

a .m. peak (from schedule information); Route 2 has 23. 

In Column III, the non-RCO items mentioned above 
are entered. 

Sample size requirements are entered in Column 

IV. The figures are taken from the table constructed 

in Step Sl; for example, the requirement for peak load 

on Route 1 (inbound, a.m. peak) is 14. 
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In Column V enter the number of samples of this 

data item obtained by ride check. This will be either 
zero (if this item cannot be measured via ride check) 
or the number of ride checks scheduled for this 
route/direction/time period (from the appropriate 
Worksheet W-1). 

Enter the net sample size requirement (Column IV 
minus Column V) in Column VI (enter a O ( zero) if the 
difference is negative). 

For Column VII, divide this net sample requirement 
by the number of trips in a day (Column II) and round 

up to the next whole number to obtain the net required 
number of days of point counts for this data item. 

Take the maximum net day requirement in Column VII 
and enter it at the bottom of the worksheet. This is 
the gov-erning net day requirement or the number of 
days point checks are required at the given checkpoint . 
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-EXAMPLE-

Number of ride check samples (Column V) is taken 

from worksheet W-1. The worksheet for Route 1 is 

shown at the end of Step S4.2; it resulted with 20 
a.m. peak inbound trips on Route 1 (see row III, 
first column). Thus, 20 is entered in Column V of 
Worksheet W-2 for every Route 1 item that can be 
monitored with a ride check (all five items). 
Likewise, execution of worksheet W-2 for Route 2 (not 

shown in this example) resulted in 16 ride checks1 

thus 16 is entered in Column V for all the Route 2 

i terns ( since they, too, are all measureable using a 

ride check). 

Column VI, the net sample size requirement, is 

Column IV minus Column V (or zero, if this difference 
is negative). 

peak load on 

needed, and 

For example, the net requirement for 

Route 1 is O because 14 samples are 

20 will be obtained with ride checks. 

However, the net requirement for "% on time" is 51 

because 68 samples are needed and 20 will be obtained 
from ride checks. 

Column VII, the net day requirement, is column VI 

divided by Column II, rounded up to the next whole 

number. For example, the net day requirement for "% 

on time" for Route l is 51/17 = 3 (no rounding 

needed), and for"% on time" for Route 2 it is 53/23 = 

2.3, which rounds up to 3. 

The largest entry in Column VII is 3 (the number 

of days at point PP2 in the a.m. peak period, inbound 

direction). Thus, the governing sample size, 3, is 

entered at the bottom of Column VII. 
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-EXAMPLE-
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S6. SCHEDULE POINT CHECKS 

In scheduling point checks, scheduling must be done by 

point (not by route), by day type (weekday), Sat., Sun.), 

and by direction (unless a single checker can monitor more 

than one direction). With a separate Worksheet W-3 for 

each point, direction, and day type, execute the folling 

substeps. 

a. List Route Requirements 

On Worksheet W-3, 1 ist in Column I each time 

period for which counts are to be taken at this 

point in this direction on this day type. For 

each time period, enter the governing net day 

requirement (from the bottom of Column VII or 

Worksheet W-2) for that point. 

b. List Checker Work Pieces 
List in Column III the work pieces that checkers 

can be assigned to; e .g. a work piece might be 6 

a . m. - 9 a. m. Work pieces should be either an 

entire period or a part of a time period. If a 

large time period is split into two or more work 

pieces, the pieces should completely cover the 

time period with no overlap. 

c. Assign Dates 

The dates on which the counts are scheduled to 

occur should be selected in conformity with the 

guidelines of Section 7.2.2 of this manual. Each 

work piece within a period should be done the same 

number of times; that number is the governing net 

day requirement shown in Column II. If date 

selection for ride checks was not done in Step 

S4.3, it should be done at this step in 

coordination with date selection for point checks 

-248-



-EXAMPLE-

S6. , SCHEDULE POINT CHECKS 

A worksheet W-3 is needed for each point, day type, 

and direction requiring point checks. In this example, 

only point PP2 inbound on weekdays is considered. 

a. List Route Requirements 

The four weekday time periods are entered in column 

I. In column II is entered the governing net day 

requirement. For the a . m. peak period, this 

requirement is 3, read from the bottom of Worksheet 

W-2 (for point PP2, a.m. peak inbound on Route 1), 

shown in Step SS. The requirement for the other three 

periods is taken from W-2 worksheets for the other 

periods (not shown). 

b. List Checker Work Pieces 

In this transit system, work pieces cannot exceed 

four hours in length. Therefore, each peak period is 

one work piece, and the base and evening periods are 

divided into two pieces each. These pieces are 

entered in column III. 

c. Assign Dates 

Dates for both point checks and ride checks ( see 

S4.3) are selected in this step. 

Worksheet W-3 indicates (in column II) the number of 

days that each of the listed work pieces must be 

performed. Collecting the W-3 worksheets for all the 

checkpoints/directions/day types in the system yields 

the complete set of point check requirements. 

Collecting the w-1 worksheets for all of the 

routes/day types in the system yields the complete set 

of ride check requirements. The final choice of dates 

for the ride checks needed and point checks needed 

depends on the sampling requirements of the entire 

system, the number of checkers available, and the 
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to yield balanced staffing levels and work assignments 
that conform to work rules. 
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-EXAMPLE-

ability to efficiently schedule checkers to 

cover, where possible, a number of assignments in one 

day. This exercise is beyond the scope of this 

manual. The following guidelines apply in this case: 

1. Choose the dates for each run/check point and time 

period to be as representative a sample as 

possible . 

2. Avoid making point checks on the same day as ride 

checks where the same route is involved, lest a 

trip be counted twice. 

IIORltSHu:T 11-3 

DATE SELECT 1011 POii PO 1lff CIIECltS 

Point: f P J --==---- Diraction:~ Ssat/Sun (circle one) 

1. 11. 111. IV. 
Tiae Govarnin9 Start, l!:nd Datas 

Period llet Day Ti-• of 
ll•q't Work Pi•c• 

~ ,-11 •. lf\ . 

~~ •. 1111. 3 

~ 
, ..... - ,,.,,., 

,Cl.ft• - 4 • t·"'· - J ,.ffl. 

3 ,. .... 

~- 3 ,.111.-.f;_30,,. 

}- r:10,.. ~ 

e,vt. ~ :\(I -1:-Jaf.• 

': )o p,11\. 3 ,,30 ,.~ -cJ•'" 
- c-losc. 
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APPENDIX A 

SAMPLE SIZE AND TOLERANCE TABLES . 
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Table 5.1 

Recommended Tolerances 

for time periods 
lasting 3+ hours(2) 

Boardings (by R/D/TP) (1) 
For all routes and time periods 

Peak Load, Peak Direction (by R/TP)* 
Routes operating with 1-3 buses 
Routes operating with 4 - 7 buses 
Routes operating with 8-15 buses 
Routes operating with 15+ buses 

Peak Load, Reverse Direction (by R/TP) 
For all routes and time periods 

Passenger-miles (by R/D/TP) 
For all routes and time periods 

Run time (by R/D/TP) 
Routes with run time~ 20 min 
Routes with run time > 20 min 

+30% ( 3) 

+30% 
+20% 
+10% 
-+5% 

+30% 

+30% 

Fraction of trips early/on time/late (by R/D/TP) 
For all routes and time periods +0.1 AET(4) 

Segment level boardings, alightings (by R/D/TP) 
(route segment or market segment) +30% or more(5) 

Note: 90% confidence level assumed. 

(1) R/D/TP denotes a combination of Route, Direction and Time 
Period; R/TP denotes a combination of Route and Time 
Period. 

(2) For shorter time periods or individual trips, multiply by 
adjustment factors given in Table 5.2. 

(3) Provided tolerance for systemwide boardings, given by 
equation (5. 2), (5. 2a), or (5. 3) (as appropriate) will be 
below the 10% required by Section 15. If not, decrease 
tolerance to 20% on highest ridership routes/time periods. 

(4) Absolute equivalent tolerance, as defined in text. 

(5) In general, segment-level tolerance should exceed 
route-level tolerance. Also, small segments should have 
greater tolerances than large segments. 
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Table 5.2 

Tolerance Adjustment Factors for Short Time Periods 

Duration of Time Period Adjustment Factor 

2.5 hrs• 150 min 1.05 

2.0 hrs• 120 min 1.1 

1.5 hrs• 90 min 1.2 

1.0 hrs• 60 min 1.35 

0.5 hrs a 30 min 1.75 

0 . 33 hrs• 20 min 2.1 

o. 25 hrs • 15 min 2.4 

less than 15 min 2.8 
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TABLE S.3 

SYSTEMWIDE TOLERANCES ACHIEVED 
USING ROUTE-LEVEL DATA* 

a. One time period per day (two directions per route assumed) 

NUMBER ROUTE/** ROUTE-LEVEL TOLERANCE 
OF DIRECTION/ ---------------------------------------------------
ROUTES TIME F'ERIODS +/- 10'1/. +/- 20'1/. +/- 30'1/. 
------------------------------------------------------------------------

2 4 0.058 to 0.096 0.116 to 0.191 o. 174 to 0.287 
5 10 0.037 to 0.060 0.073 to 0.121 0.110 to 0.181 

10 20 0.026 to 0.043 0.052 to 0.085 0.078 to 0.128 
25 50 0.016 to 0.027 0.033 to 0.054 0.049 to 0.081 
50 100 0.012 to 0 . 019 0.023 to 0.038 0.035 to 0.057 
75 150 0.009 to 0.016 0.019 to 0.031 0.028 to 0.047 

100 200 0.008 to 0.014 0.016 to 0.027 0.025 to 0.041 
125 250 0.007 to 0.012 0.015 to 0.024 0.022 to 0.036 

b. Multiple time periods (two directions per route assumed) 

NUMBER ROUTE/** ROUTE-LEVEL TOLERANCE 
OF DIRECTION/ ---------------------------------------------------
ROUTES TIME PERIODS +/- 10'1/. +/- 20'1/. +/- 30'1/. 
----------------~-------------------------------------------------------

2 12 0 . 037 to 0.060 0.074 to 0.121 o. 112 to 0.181 
5 30 0.024 to 0.038 0.047 to 0 . 076 0.071 to 0.114 

10 60 0 . 017 to 0.027 0.033 to 0.054 0.050 to 0.081 
25 150 0.011 to 0.017 0 . 021 to 0.034 0.032 to 0.051 
50 300 0.007 to 0.012 0.015 to 0.024 0.022 to 0.036 
75 450 0.006 to 0.010 0 . 012 to 0.020 0.018 to 0.030 

100 600 0.005 to 0.009 0.011 to 0.017 0.016 to 0.026 
125 750 0.005 to 0 . 008 0.009 to 0.015 0.014 to 0.023 

------------------------------------------------------------------------
* Route confidence level assumed to be 90'1/. and system confidence 

level assumed to be 95%; route-level boardings measured by 
direction for a single day-long time period; between-route 
coefficient of variation of total boardings assumed to range 
from 0.3 to 1 . 4 . 

** Three (3) Time Periods and Two (2) Directions assumed for each 
route. 
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Table S. 4 

DEFAULT VALUES FOR COEFFICIENT OF VARIATION OF KEY DATA ITEMS 

Route Default 
Data Item Time Period Classification Value 

Load Peak Load < 35 pass./trip • so 
Peak ➔ 35 pass. /trip .35 
Off-Peak < 35 pass./trip • 60 
Off-Peak 35-55 pass./trip .45 
Off-Peak > 55 pass. /trip .JS 
Evening All .75 
Owl* All 1.00 
Sat., 7a. m. -6p. m. All .60 
Sat., 6p.m.-la.m. All • 75 
Sun., 7a. m. -la. m. All .75 

Boardings, Peak Peak Load -' 35 pass./trip .42 

Passenger- Peak ~ 35 pass./trip .35 
miles Off- Peak < 35 pass./trip .45 

Off-Peak 35-55 pass./trip .40 
Off-Peak > 55 pass. /trip • 35 
Evening All .73 
Owl* All • 80 
Sat., 7a. m. -6p. m. All .45 
Sat., 6p. m.-la.m. All .73 
Sun., 7a.m.-la.m. All .73 

Running All short ( ( 20 min.) .16 
Time All long ( > 20 min.) .10 

*Owl default values are the same for weekdays and weekends. 
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Table 6.1 

Reguired Sample Size for Estimating Averages 

V d • tolerance 

----------------------------------------------------------
0 . 0S 0 . 1 0 0. 15 0 . 20 0.25 0 . 30 0 . 35 0 . 40 0 . 45 0 . 50 

0 . l 0 1 3 4 2 1 1 1 l l 1 1 
0 . 20 52 l 3 6 4 3 2 2 1 1 1 
0 . 30 117 30 13 8 5 4 3 2 2 2 
0.40 208 52 24 1 3 9 6 5 4 3 3 
0.50 324 B2 36 2 1 1 3 1 0 7 6 5 4 
0 . 60 467 1 l? 52 30 1 9 1 3 l 0 8 6 5 
0 . 70 636 159 71 40 26 18 l 3 10 8 ? 
0 . 80 830 208 93 52 34 24 l? l 3 11 9 

0.90 1050 263 117 66 42 30 22 l? 1 3 1 1 
l . 0 0 1296 325 144 82 52 3? 2? 2 1 l ? l 3 
1.25 2025 50? 225 12? 82 5? 42 32 25 2 1 
1 . 5 0 291? 130 324 1 8 3 11? B2 60 46 3? 30 

Notes : assuaina 90'tle confidence level 
V • coefficient of variation 
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Table 6. 2 

Tolerance Achieved for Estimates of Averages 

• • Using a default coefficient of variation 

V n ., sample Sile 

----------------------------------------------------------
1 3 6 1 0 20 40 60 80 100 200 

0. l 0 0. 18 0. 1 0 0 . 07 0 . 06 0.04 0 . 03 0 . 02 0 . 02 0 . 02 0 . 0 1 
o.io 0 . 36 0 . 2 1 0 . l 5 0 . 11 0.08 0.06 0 . 05 0.04 0 . 04 0.03 

0 . 30 0 . 54 0 . 31 0 . 22 0. 1 7 0. 12 0 . 09 0 . 07 0 . 06 0 . 05 0 . 04 
0 . 40 0 . 72 0 . 42 0 . 29 0 . 23 0.16 0 . l l 0.09 0.08 0 . 07 o . os 
0 . 50 0 . 90 0 . 52 0 . 37 0 . 28 0 . 20 0. 14 0 . 12 0 . 10 0 . 09 0 . 0 6 
0 . 60 l . 08 0 . 62 0.44 0 . 34 0 . 24 0. 1 7 0 . 14 0 . 12 0 . 11 0 . 08 

0 . 70 1 . 26 0. 7 3 0.51 0.40 0.28 0 . 20 0 . 16 0 . 14 0. 1 3 0 . 0 9 . 

0.80 1 . 4 4 0 . 8 3 0 . 59 0 . 46 0.32 0 . 23 0 . 19 0 . 16 0 '4 0 1 0 

0 . 90 1 . 6 2 0.94 0 . 66 0.51 0 . 36 0 . 26 0 . 21 0 . lP 0 1 6 0 . 11 

1.00 l .80 l . 04 0 . 73 0 . 57 0 . 40 0 . 28 " . 2 3 0.20 0. 1 8 0 . 1 3 

1 . 2 S 2 . 2 5 1 . 30 0 . 92 0 . 71 0.50 <' . 3 6 0 . 29 0 . 25 0 . 23 0 . 16 

1. S 0 2 . 70 l . 5 6 1 . 1 0 0.85 ~ . 60 0 . 43 0 . 35 0.30 0 . 27 0 . 19 

b . Using a coefficient gf variation estimate computed from the sampl£ 

V n .. sample Sile 

- ·--------------------------------------------------------
6 8 1 0 1 2 20 40 60 80 100 200 

0 . 1 0 0 . 08 0 . 07 0 . 06 0.05 0 . 04 0 . 03 0 . 02 0 . 02 0 . 02 0 0 1 

0 . 20 0.16 0 . 1 3 0 . 11 0 . 10 o . o 8. 0 . 05 0.04 0 . 04 0 03 0 . 02 

0 . 30 0 . 23 0 . 20 0 . 17 0 . 15 0. 1 2 0.08 0.07 0.06 o.os 0 . 04 

0.40 0 . 31 0.27 0.23 0 . 21 0 . u. 0.11 0.09 0.08 0.07 0 . 05 

0 . 50 0.39 0 . 34 0 . 28 0 . 26 0 . 1, 0 . 13 0. 11 0.09 0 . 08 0 . 06 

0.60 0.47 0 . 40 0 . 34 0 . 31 0.23 0. 1 6 0 . 13 0. 11 0 . 1 0 0 . 07 

0 . 70 0.54 0 . 47 D . 40 0.36 0 . 2? 0 . 19 0. 15 D . 13 D. 12 0.08 

0 . 80 0.62 0 . 54 0.46 0 . 41 0.31 0.22 0. 1 7 0. 1 5 0. 1 3 0 . 09 

0 . 90 0 . 70 0 . 60 0.51 0.46 0.3S 0 . 24 0.20 0 . 1 7 0 . 15 0 . 11 

1 . 0 0 0.78 0 . 67 0 . 57 0.51 0 . 3, 0 . 27 0.22 0 . 1 9 0 . 1 7 0 . 12 

1 . 25 0 . 97 0 . 84 0 . 71 0.64 0.49 0 . 34 0.27 0 . 23 0 21 0 . 1 5 

1 . 5 0 1 . 1 6 1 . 01 0 . 15 0.77 0.58 0 . 40 0.33 0.28 0.25 0 . 18 

Notes: assum i ng 90.., confidence level 
V • coe f ficient of variation 
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Table 6. 3 

Approximate t-Values 

A. For Route- and Segment-Level Data (901 Confidence Level) 

Number of Observations 

2 
3 
4 
5 
6 
7-9 
10-19 
20-99 
100 

t-Value 

6.3 
2.9 
2.35 
2 . 1 
2 . 0 
1 . 9 
1.8 
1 . 7 
1.66 

B. For Systemwide Data (951 Confidence Level) 

Number of Observations 
Systemwide 

10-14 
15-29 
30+ 
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t-Value 

2 . 2 
2.1 
2.0 
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a . 

b . 

Table 6.4 

Additional Required Sample Size for Segment-Level 
Boardings and Alightings 

Tolerance II: i. 20\rt 

f X~r average of route-level i t em 

----------------------------------------
20 40 60 80 100 150 200 

0 . 01 401 201 134 l O 1 81 54 4 1 

O. OS 77 39 26 20 1 6 11 8 
0 . 1 0 37 1 9 1 3 10 8 5 4 

0 20 1 ? 9 6 5 4 3 2 
0. 3 0 10 5 4 3 2 2 1 
0.40 7 4 3 2 2 1 1 
0.50 5 3 2 2 1 1 
0 . 60 3 2 1 1 1 
0 . 70 2 1 1 1 1 1 

0 . 80 2 1 1 1 1 1 1 

Tolerance .. !. 30% 

f X,.,.: average of route-level item 

---------------------------------------
20 40 60 80 100 150 200 

0 . 01 179 90 60 45 36 24 1 8 

0 . 05 35 18 1 2 9 7 5 4 

0. 1 0 17 9 6 5 4 3 2 

0 . 20 8 4 3 2 2 1 

0 . 30 5 3 2 2 1 1 
0.40 3 2 l 1 1 1 1 

0.50 2 1 1 1 1 1 1 
0.60 2 1 1 1 1 1 1 
0.70 1 1 1 1 1 l 1 

0.80 1 1 1 1 1 1 1 

Notes: assuming 90~ confidence level 
f - estimated fra c tion of route-level i t 

belonqinQ to segment 
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Table 6.4 continued 

c . Tolerance • £ 40"'9 

f x • ., ••eraoe of route-level it em 

----------------------------------------20 40 60 10 100 1 !I 0 200 

0.01 101 S l 34 :u 21 14 1 1 
0.05 20 10 ? s 4 3 2 
0. 10 10 5 4 3 2 2 l 
0 . 20 s 3 2 2 l 1 1 
0.30 3 2 1 1 1 1 1 

0 . 40 2 1 1 1 1 l 1 
0.50 2 1 1 1 1 1 1 

0 . 60 1 1 1 1 1 1 

O.?O 1 1 1 1 1 1 1 
0.80 1 1 1 1 1 1 1 

d . Tol1rance • t. 5 O'fe 

f Xtt-f averaqe of route-level item 

----------------------------------------
20 40 60 10 100 ISO 200 

0.01 65 33 22 l? 13 9 ? 

0.05 1 3 ? ~ 4 3 2 2 
0. 1 0 6 3 2 2 2 l 1 
0.20 3 2 1 1 1 1 1 
0.30 2 1 1 l 1 1 1 

0.40 l 1 l l 1 l 1 

0.50 l l 1 l l 1 1 
0.60 l 1 l l 1 1 1 

0.70 1 l l 1 1 l 1 
0.80 1 1 1 l l 1 l 

Notes : assuain9 9 0'111 confidence le•el 
f • estimated fraction of route-level i t 

belon;inQ to ••o•ent 
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Table 6.5 

Required Sample Size for Estimating Category Proportions 

a. Using Absolute Equivalent Tolerance 

de n 

.025 1102 

.OS 276 

.075 122 

.1 71 

.125 45 

. 15 32 

.2 19 

b. Using Absolute Tolerance with Proportion Estimate p 

maximum 
P nreal" d * d; absolute tolerance 

-------------·------- a _________________________________________ _ 

-~Q! -~Q~ -~Q~ -~Q§ -~Q~ Q~!Q Q~!?_ 
0.01 or .99 
0.03 or .97 
0.05 or .95 
0.10 or .90 
0.20 or .80 
0.30 or • 70 
0.40 or .60 
0.50 

.005 

.017 

. 027 

.052 

.092 

.121 

.138 

.144 

273 
802 

1309 
2480 
4409 
5787 
6613 
6889 

70 
200 
327 
620 

1102 
1447 
1653 
1722 

19 
51 
84 

155 
276 
362 
413 
431 

Note: Assuming 90% confidence level 

10 
24 
38 
71 

122 
161 
184 
191 

6 
14 
22 
41 
71 
93 

103 
108 

6 
10 
15 
26 
45 
59 
68 
71 

3 
6 
8 

13 
21 
27 
31 
32 

* Larger values of a da may be used, but they are only 
approximate (nominal) absolute tolerances. When p is near 0 
or 1, actual tolerance range is asymmetric. 
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Table 6.6 

Tolerance Attained for Category Proportions 

Humber of * 40 70 160 640 2,560 10,000 

Observations ** 55 100 230 920 3,680 14,700 

Proportion nmin*** 

0.5 36 .:!:_0.134 .:!:_0.100 .:!:_0.066 .:!:_0.033 .:!:_0. 0164 .:!:_0. 0082 

o. 4 or o. 6 38 .:!:_0.132 ;!:_0.098 ;!:_0.064 ;!:_0.032 .:!:_0. 0161 .:!:_0.0080 

0. 3 or 0.1 43 .:!:_0.123 ;!:_0.092 .:!:_0.060 .:!:_0. 030 .:!:_0. 0150 .:!:_0.0075 

0.2 or o. 8 56 ;!:_0.108 .:!:_0.080 ;!:_0.052 .:!:_0.026 ;!:_O. 0131 .:!:_0.0066 

0.1 or 0.9 100 :,0.081 :,0.060 .:!:_0.039 +0.020 .:!:_0.0098 .:!:_0.0049 

0.05 or o. 95 190 .:!:_0. 059 .:!:_0.044 +10. 029 .:!:_0.014 .:!:_0.0072 .:!:_0.0036 

0.03 or 0.97 309 .:!:_0.046 .:!:_0.034 .:!:_0.022 .:!:_0.011 .:!:_0.0056 .:!:_0. 0028 

O. 01 or o. 99 909 .:!:_0.020 +o. 013 .:!:_0 . 007 .:!:_0.0033 .:!:_O. 0016 

* With 901 confidence level 

** With 951 confidence level 

*** Minimum number of observations in keeping with the •rule of 9•. If 

the number of observations is below n i , the tolerance range may be m n 
asymmetrical, although the value given in the table can serve as a guide. 
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Table 6. 7 

Required Sample Size of Auxiliary Item 

•• De•tred Tolerance of Inferred Itam • 1 SIiia 

·•· yl 
A ----- -------------------------------------------------

.0001 .0002 . 0003 . 0004 . ooos 
----- ----- ----- ----- -----

0. 10 15 18 22 27 3? 
0 . 20 60 70 15 107 146 
0.30 134 15? 190 241 328 
0.40 238 2?9 337 427 583 
0.50 371 435 527 667 910 
0.60 534 627 759 961 1 3 1 0 
0.70 726 853 1032 1308 17B3 
0 . 80 949 l 1 l 4 1348 1708 2329 

b . De•ired Tolerance of Inferred Item. • t,1 Oljl, 

•x 'I~ 

" ----- -------------------------------------------------------------
.0 0 01 . 0005 . 001 . 0015 . 002 .00225 . 0025 . 00275 

---.L.- ----- ----- --- -- ----- ----- ----- -----
0. l 0 4 4 5 7 1 0 1 2 1 7 29 

0.2 0 l 4 l6 20 26 37 48 6? 115 

0.30 31 35 43 57 82 107 151 258 

0.4 0 54 62 77 101 146 189 268 459 

0.50 14 97 120 157 228 295 418 717 

0 . 6 0 121 139 172 226 321 425 602 1032 

0 . 70 164 189 234 307 447 578 819 1404 

0 . 80 214 247 306 401 'SI 3 755 1070 1834 

No te•: a••umtn9 901111 confidence level 

• coef f icient of variation of auxiliary item 

v1 • •quare of coefficient of variation of conver•ion factor 
A 
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Table 6.7 (continued) 

C . Desired Tolerance of Inferred Jtea • t 1 511J. 

vx y&. 

" ----- -----------------------------------------------------
. 001 . 002 . 003 . 004 . 005 . 006 . 0065 

----- ----- ----- -- --- ----- ----- --- - -
0. l 0 2 3 3 4 6 1 1 22 
0 . 20 7 9 11 14 21 42 85 

0.30 16 19 23 31 46 93 191 
0 . 40 27 33 41 54 82 166 340 
0 . 50 42 51 64 85 128 258 530 

0 . 60 61 73 91 122 184 3 7 2 763 
O . ?O 83 99 124 166 250 506 1039 
0.80 108 129 162 216 326 661 1357 

d . Desired Tolerance of Inferred Item .. ~201¥. 

v. y1 

" ----- -------------------------------------------------------------
.001 .002 .004 . 006 . 008 . 01 . 0 1 1 . 012 

----- ----- ----- ----- ----- ----- ----- -----
0 . 1 0 1 l 2 2 3 5 8 26 

0 . 20 4 4 5 7 10 1? 29 102 

0 . 30 8 9 11 1 5 2 1 38 6 '5 22e 

0 . 40 1 5 16 20 26 37 68 1 1 6 405 

0.50 2 ? 25 30 40 58 106 1 e 1 6 3 3 

0 . 60 32 35 44 57 B3 152 260 9 11 

0.70 44 48 59 78 1 1 3 207 354 12H 

0 . 80 57 62 7? 101 147 270 463 16 2 0 

•· Desired Tolerance of Inferred Item• ~30~ 

-------------------------------------------------------------
.001 . 005 .01 . 015 . 02 .025 .026 . 027 .0275 

----- ----- ----- ----- ----- ----- ----- ----- -----
0 . l 0 1 1 1 1 2 4 6 1 2 26 

0 . 20 2 2 3 4 6 15 22 46 103 

0 . 30 4 4 6 8 1 2 3 2 49 103 2 32 

0 . 40 6 8 10 1 3 2 l 57 8 7 183 4 1 2 

0 . 50 10 1 1 15 20 33 89 136 2B6 643 

0.60 14 16 21 29 47 128 195 4 11 925 

0 . 70 19 22 28 39 64 174 265 560 1259 

0.10 24 29 37 5 l 83 227 346 731 1645 

Notes : &ssuain9 90'rt confidence level 

•x • coefficient of var i ation of auxil i ary item 

•" • •quare of coefficient of variation of convers i on factor 
A 

·U.I. laOVIANM"!NT PRINTINO Ol'FICE 1 9 s s 4 9 1 s 1 : -267-
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APPENDIX B 

BLANK WORKSHEETS 
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BASELINE PHASE K>RKSHEET 

Route: --- Direction: ----- Time Period: _____ _ 

AVERAGES 

Bl item (X) 

i B2 d 
B3 vx m 
B4 n 

BS n 

I B6 X 
87 vx 
B8 Cl 

SEGMENT LEVEL BOARDINGS AND ALIGHTINGS 

89 item 

B 10 segment 

j B 11 ds 

B 12 x 
B 13 VX 

B 14 f 
B 15 n 
B 16 n 

• 817 s = B 18 vs C 
B 19 dS 

CATEOORY PK>PORTIONS 
B 2U item~ 

categor~ 

i B21 de 

B"'"' p 
B23 da 
B24 n 

I 
B25 n 
B 2b p 
827 da 
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CONVERSION FACTORS WORKSHEET 

Route: Direction : Time Period : --- ----- ------
conversion: (a) (b) (c) (d) (e) (f) 

Cl auxiliary 
item (X) 

C2 inferred 
item (Y) 

C3 
d m 

• C4 VX 
c:: - cs Vy -• • C6 Cl rXY ID 

• C7 B .. 
0 ca L ~ • ID C9 nl 

Cl0 nl actual 

• Cll x 
N - Cl2 y 
0 ... 

• Cl3 vx -0. 
E Cl4 Vy • 0 ClS rXY ,Y. 
u Cl6 L • ,I: 
(.) Cl7 nl 

Cl8 add'l ss 

.. Cl9 R=Y/X 

• ., 
C20 v2 ~ 

C R 

C21 n2 
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MONITORING PHASE WORKSHEET 

Route: Direction : Time Period: --- ------ -------
AVERAGES 

with direct measurement 

• M3 d .. M4 Vy 0 
~ MS • n 
m M6 n' .. M7 n • -., MB y 
~ 

C M9 d 
with indirect measurement 

M auxiliary 
item (X) 

M 1 VX • .. Ml2 R 
0 
~ Ml3 VR • m Ml4 n2 

MlS n2 

Ml n .. • Ml7 X = Y=RX C Ml8 
Ml9 

CATEGORY PROPORTIONS 
M20 1.tem & 

cateqorv 
M21 reporting 

per i od 

• M22 de 
I g 

M2J p -• M24 da m 
M25 n 

M26 n' 

M27 n .. • M28 p ., 
~ 

C M29 da 
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WORKSHEE.T W- 1 

SCHEDULING RIDE CHECKS 

Route(s) : ____________ _ Weekday/ Sat/Sun (Circle One) 

I. Time Period 

II. Governing 
In- Sample Size 

bound III. Trips Assigned 
(Cumulative) 

IV. Governing 
Out- Sample Size 

bound v. Trips Assigned 
(Cumulative) 

VI. VII. VIII . IX. 
Run Number of Trips in Period Number 
or Time Period of Times Dates 

Piece To Be 

• Checked 
In Out In Out In Out In Out In Out 
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WORKSHEET W-2 

DAY REQUIREMENTS FOR POINT CHECKS 

Point, _______ _ Direction: __ Time Period: _____ _ 

I. I I . III. IV. v. VI. vu. 
R0t11'E TRIPS DATA REQ'D SAMPLED NET SAMPLE NET DAY 

PER ITEM SAMPLE VIA RIDE SIZE REO'T REO'T 
PERIOD SIZE CHECKS 

Ti Si Ri Ni• SC Ri Ni',.1' i 

GOVBRNlNG NB"l' DAY RBQUIREMENl' 
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WORKSHEET W-3 

DATE SELECT ION POR POINT CHECKS 

Point: Direction: Weekday/Sat/Sun (circle one) 

I. II. III. IV. 
Time Governing Start, End Dates 

Period Net Day Times of 
Reg't Work Piece 
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